Energy-Efficient Convolutional Neural Networks with Deterministic Bit-Stream Processing
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Abstract—Stochastic computing (SC) has been used for low-cost and low power implementation of neural networks. Inherent inaccuracy and long latency of processing random bit-streams have made prior SC-based implementations inefficient compared to conventional fixed-point designs. Random or pseudo-random bitstreams often need to be processed for a very long time to produce acceptable results. This long latency leads to a significantly higher energy consumption than binary design counterparts. Low-discrepancy sequences have been recently used for fast-converging deterministic computation with stochastic constructs. In this work, we propose a low-cost, low-latency, and energy-efficient implementation of convolutional neural networks based on low-discrepancy deterministic bit-streams. Experimental results show a significant reduction in the energy consumption compared to previous random bitstream-based implementations and to the optimized fixed-point design with no quality degradation.
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I. INTRODUCTION

Stochastic computing (SC) [5][1][18], an unconventional paradigm processing random bit-streams, has been recently used for low-cost implementations of convolutional neural networks (NNs) [9][7][11][21][20][12][19][3][10]. Multiplication operations, as essential and costly operations in conventional fixed-point and floating-point hardware implementations of NNs, can be implemented with simple standard AND gates in the stochastic domain. This results in significant savings in hardware area and power costs. Redundant representation of data with long bit-streams also makes SC-based implementations of NNs inherently noise tolerant.

Quality degradation, and high processing time and energy consumption, however, are still the main barriers in wide adoption of SC-based NNs. Random fluctuation in generating bitstreams and correlation between bitstreams have resulted in approximate computations and therefore quality loss in different layers of NNs. Often a long processing time is inevitable to achieve acceptable results. The long processing time leads to a high energy consumption, which in most cases is higher than that of the corresponding conventional fixed-point design. Designing high accuracy energy-efficient SC-based NNs is still an open problem.

Recently, hybrid stochastic-binary implementations of NNs have been proposed to improve the accuracy and reduce the energy consumption of SC-based NNs. The authors in [9] used SC to implement the first convolutional layer of the NN. The remaining layers were all implemented in the binary domain. The result was a significant improvement in the energy-consumption compared to conventional all-binary design and a better accuracy compared to prior SC designs. Hybrid stochastic-binary designs proposed in [7], [11], and [21] also use approximate parallel counter, accumulative parallel counter, and binary arithmetic to improve the accuracy and energy-efficiency of NN designs. None of these prior hybrid designs, however, is able to achieve the same classification rate as the conventional fixed-point binary design.

Deterministic computation on stochastic bit-streams [6][15] has been recently introduced as an evolution in the idea of SC. By properly structuring the bit-streams, computation with stochastic construct can be performed deterministically. The results are completely accurate and the same as the results produced by the conventional binary designs. The operations must continue for an exact number of cycles (i.e., the product of the length of input bit-streams) to guarantee producing completely accurate results. These methods were initially developed using unary bit-streams (streams with a sequence of 1s followed by a sequence of 0s). The nature of unary bit-streams, however, led to a very long processing time and a very high energy consumption to produce acceptable results. The authors in [4] developed a hybrid binary-unary method to mitigate the energy consumption issue. However, their method is not applicable to multi-variate functions such as the multiplication operation.

A modified version of the early deterministic methods was proposed in [16] by replacing unary bit-streams with pseudo-random bit-streams. For a fixed accuracy level, by generating pseudo-random but deterministic bit-streams, a lower processing time and energy consumption were achieved compared to the unary stream-based deterministic methods. More recently, low discrepancy (LD) deterministic methods have been proposed in [17] for fast-converging energy-efficient processing of bit-streams with stochastic constructs.

In this work, we propose a hybrid bitstream-binary design for low-cost, energy-efficient and yet accurate implementation of convolutional NNs. We use LD deterministic bit-streams to implement the first convolution layer of the NN, as convolution layers account for more than 90 percent of the overall hardware cost in some convolutional NNs [21]. We explore the performance of different combinations of LD sequences in generating deterministic bit-streams for the proposed design. Experimental results show a significant reduction in the hardware cost and energy consumption compared to the
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conventional fixed-point design. In contrast to prior stochastic and hybrid stochastic-binary designs, the proposed design achieves the same classification rate as the fixed-point design.

This paper is structured as follows: Section II presents background information on SC and the recently developed LD bit-stream-based deterministic methods. In Section III, we describe our proposed method for energy-efficient high-quality design of convolutional NNs. In Section IV, we evaluate the efficiency and performance of the proposed design by hardware implementation of a LeNet5 NN architecture. Finally, in Section V, we present conclusions.

II. BACKGROUND

A. Stochastic Computing

Stochastic computing (SC) is an unconventional computing paradigm operating on random bit-streams. Independent of the length, the ratio of the number of ones to the length of the stream determines the value of the bit-stream in the [0,1] interval. For example, 11001011101 is a representation of 0.7 in the stochastic domain. Implementing complex operations with simple hardware and the ability of tolerating high rates of noise are the primary advantages of SC. Multiplication, as a costly common operation in convolutional NNs, can be implemented with a standard AND gate in SC. As shown in Fig. 1, an AND gate works as a stochastic multiplier if independent (uncorrelated) bit-streams are connected to its inputs. To convert input data from binary to stream representation, a random or pseudo-random number is compared to a constant number (based on the input data) and the output of the comparison produces one bit of the stochastic bit-stream in each cycle. Fig. 2 shows the structure of a stochastic bit-stream generator responsible for converting data from conventional binary to bit-stream representation. The generated bit-streams are processed using stochastic constructs and an output bit-stream is produced. The output bit-stream is converted back to binary by simply counting the number of ones in the bit-stream using a binary counter.

B. Deterministic LD Bit-Stream-Based Computing

Low discrepancy (LD) sequences (e.g., Sobol, Halton) have been previously used in improving the speed of computation on stochastic bit-streams [2], [13], [14]. With LD sequences, 1s and 0s in the bit-streams are uniformly spaced and so the streams do not suffer from random fluctuations. The result is a faster convergence to the expected correct value and so a lower processing time to achieve a fixed accuracy level.

The authors in [17] showed that Sobol sequences can be used for fast-converging deterministic multiplication of bit-streams. A different Sobol sequence must be used in converting each independent input data to bit-stream representation. When multiplying two \( N \)-bit precision input data, the inputs are converted to two \( 2^{2N} \)-bit length bit-streams by comparing each to the first \( 2^N \) numbers of a different Sobol sequence. Alternatively, the inputs can first be converted to bit-streams of \( 2^N \)-bit length by comparing each to the first \( 2^N \) numbers of a different Sobol sequence. The bit-stream corresponding to the first input is then repeated until it becomes a stream of \( 2^N \)-bit length. The bit-stream corresponding to the second input is stalled after every \( 2^N \) cycles and repeated until the total length of the bit-stream becomes \( 2^{2N} \). Both of these methods produce completely accurate results when running the operation for \( 2^{2N} \) cycles. They also produce a similar result and give the same truncation error when operating on short bit-streams (\( \leq 2^N \)).

Fig. 3 shows the first 16 numbers of the first four Sobol sequences from the MATLAB built-in Sobol sequence generator. An important property of Sobol sequences, including these four sequences, is that the first \( 2^N \) numbers of any Sobol sequence can precisely present all possible \( N \)-bit precision numbers in the [0,1] interval. Hence, the only error in converting an input data to a \( 2^N \)-bit length stream using the first \( 2^N \) numbers of a Sobol sequence is the quantization error (there is no random fluctuation error with a \( 2^N \)-bit length Sobol-based bit-stream). In what follows, we see an example of multiplying two 2-bit precision numbers, \( 1/4 \) and \( 3/4 \), by converting them to bit-stream representation using the first 16 numbers of Sobol Seq. 1 and Sobol Seq. 2, and ANDing the generated bit-streams. Note that a one in the bit-stream is generated if the Sobol number from the Sobol sequence is less than the input target data.

As can be seen, the deterministic accurate output of multiplying the two 2-bit precision input values is obtained by processing the generated 16-bit long bit-streams. In the conventional random-stream based SC, we needed to perform the multiplication operation multiple times (each time generating and ANDing a different pair of bit-streams) and average the outputs to produce statistically significant results. Due to converting input data to deterministic bit-streams, the output of processing LD bit-streams is deterministic with a standard deviation of zero. Once performing the operation is therefore sufficient to have a result free of variation.

We evaluated the performance of four different combinations of Sobol sequences for all possible cases of multiplying two 8-bit precision input data in the [0,1] interval. The results are reported in Table I. We compare the performance using the mean absolute error (MAE) metric. As can be seen, all four selected combinations of Sobol sequences produce
TABLE I
MEAN ABSOLUTE ERROR (%) COMPARISON OF USING DIFFERENT COMBINATIONS OF SOBOL SEQUENCES IN LD BIT-STREAM-BASED MULTIPLICATION OF 8-BIT PRECISION INPUT VALUES

<table>
<thead>
<tr>
<th>Operation Cycles</th>
<th>Sobol 1&amp;2</th>
<th>Sobol 1&amp;4</th>
<th>Sobol 2&amp;4</th>
<th>Sobol 2&amp;3</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>15.8</td>
<td>15.8</td>
<td>15.8</td>
<td>15.8</td>
</tr>
<tr>
<td>5</td>
<td>14.7</td>
<td>9.5</td>
<td>11.1</td>
<td>10.0</td>
</tr>
<tr>
<td>6</td>
<td>13.5</td>
<td>9.3</td>
<td>9.5</td>
<td>12.1</td>
</tr>
<tr>
<td>7</td>
<td>13.2</td>
<td>9.3</td>
<td>9.3</td>
<td>10.6</td>
</tr>
<tr>
<td>8</td>
<td>8.9</td>
<td>8.9</td>
<td>7.8</td>
<td>7.8</td>
</tr>
<tr>
<td>9</td>
<td>6.3</td>
<td>7.9</td>
<td>10.4</td>
<td>5.7</td>
</tr>
<tr>
<td>10</td>
<td>6.1</td>
<td>6.7</td>
<td>7.9</td>
<td>5.7</td>
</tr>
<tr>
<td>16</td>
<td>3.7</td>
<td>4.4</td>
<td>4.3</td>
<td>3.9</td>
</tr>
<tr>
<td>32</td>
<td>1.8</td>
<td>2.3</td>
<td>2.4</td>
<td>1.9</td>
</tr>
<tr>
<td>2^{16}</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
</tbody>
</table>

Fig. 3. MATLAB built-in first four Sobol sequences

A general convolutional NN consists of convolutional layers followed by pooling layers and fully connected layers. A convolutional layer extracts a feature map from its input by applying a set of filters (kernels) and by activating them when specific types of features are found. Each pixel in a feature map is a convolution neuron which is obtained by the convolution of a filter-sized moving window and the inputs in the moving window. The activation functions which are used to extract specific types of features from the convolution neurons are non-linear transformation functions, such as hyperbolic tangent (tanh) or Rectified Linear Units (ReLU). Choosing each of these has a trade-off between computational complexity and overall performance. To reduce the dimensions of feature maps and mitigate over-fitting issues, a subsampling technique is applied to data by a pooling layer. There are various subsampling techniques such as max pooling, L2-norm pooling, and average pooling. The fully connected layer fully connects its input to all activated neurons of its previous layer. Each neuron in this layer computes dot-product (inner-product) of its inputs and corresponding weights. To specify the deviation between the predicted and real labels in the network training process, a loss function as a loss layer is used. The loss function can be sigmoid cross-entropy loss, softmax loss, or Euclidean loss.

In general, there are three types of arithmetic operations in a convolutional NN: dot-product, subsampling, and a non-linear operation as the activation function. In this work, we focus on the dot-product operation as the basic and essential operation in the convolutional and fully connected layers. We implement the first convolutional layer using a hybrid deterministic bit-stream-binary dot-product.

III. PROPOSED HYBRID DESIGN

Convolutional layers, including the first layer, account for the most hardware area and power cost in a class of convolutional NNs [21]. The basic operation in these layers is dot-product, multiplying and accumulating the input data and the weights (obtained from the training step), followed by an activation function. In this work, we use the LD bit-stream processing method of [17] in low-cost and energy-efficient implementation of the first convolutional layer. We limit our work to the first layer of NN to avoid the issue of compounding errors over multiple layers.

Multiplications and Accumulation. We perform the multiplication operations in the bit-stream domain. Two different Sobol sequences are used to convert the two inputs of each multiplication operation to corresponding bit-stream representation. Multiplications are implemented using standard AND gates instead of costly fixed-point binary multipliers. The deterministic method discussed in Section II-B guarantees independence between bit-streams and so producing accurate results. Deterministic computation is performed on the generated bit-streams and the output bit-streams are converted back to binary format implicitly by accumulating them in the binary domain using conventional binary adders.

Since accumulating the outputs of multiplications is performed in the binary domain, the correlation between the produced output bit-streams does not affect the accuracy of the accumulation. As a result, only two different Sobol sequence generators are sufficient to convert all input data to bit-stream representation. The generated bit-streams will be re-used by a large number of multiplication units, minimizing the overhead of bit-stream generators in the overall cost of the NN design.

Handling Negative Weights. The weight inputs of the multiplication operations involve both positive and negative data. The common approach of handling negative data in the stochastic domain is through extending the range of numbers from [0,1] to [-1,1] using a linear transformation and processing bit-streams in a so-called stochastic bipolar domain [1]. This method, however, requires a longer processing time for the same accuracy. We divide the weights into positive and negative subsets and convert them to bit-stream representation...
assuming that all are positive values (taking the absolute value of the negative values). In the accumulation step (APC units in Fig. 5), the multiplication outputs of the “positive” subset and the “negative” subset are first summed separately and then subtracted from each other to produce the final output value. Producing completely accurate results with the deterministic bit-stream methods requires running the operation for $2^N$ cycles when multiplying two $N$-bit precision numbers. As we showed in Table I, running the operation for fewer cycles introduces some inaccuracy in the produced results. However, as we will show in Section IV, due to the inaccuracy tolerance of NNs, the same or even in some cases a lower misclassification rate than the rate of the fixed-point design can be achieved using the proposed design.

Fig. 5 shows our proposed hybrid design for the first convolutional layer of the NN. We use this design to implement the first layer of the LeNet-5 NN topology [8] as a well-studied and common convolutional NN. We implement a 784-11520-2880-1280-320-800-500-10 configuration of this topology as illustrated in Fig. 4. The selected convolutional NN consists of two convolution layers, two max-pooling layers, two fully connected layers, and one softmax layer. The first convolution layer processes each pixel of the input image with 20 filters of $5 \times 5$ size. We perform the multiplication operations in the bit-stream domain. The output bit-streams are accumulated in each cycle using binary adders, implicitly converting from bit-stream to binary representation. The produced binary output is passed to a ReLU as the activation function. The remaining layers of the NN are all implemented in the binary domain. Since parallel processing of all pixels in the first layer requires $24 \times 24 \times 5 \times 5$ multiplication operations for each filter, exploiting bit-stream based computing can significantly decrease the hardware area and power cost compared to the conventional fixed-point binary design.

IV. EXPERIMENTAL RESULTS

We use MNIST, a standard image database for handwritten digit recognition to train and test the NN. The database includes 60,000 training and 10,000 testing gray-scale images, all in $28 \times 28$ size. We evaluate the efficiency of the proposed design by comparing it to an 8-bit fixed-point implementation of the NN as the baseline design. Both the fixed-point baseline and the proposed bitstream-based designs were implemented in MATLAB for accuracy evaluation and in Verilog hardware description language for hardware cost comparisons. Misclassification rate (one minus the classification accuracy) is multiplied by 100 and reported as a percentage for accuracy evaluation. The Synopsys Design Compiler vH2013.12 is used to synthesize the implemented designs with a 45nm gate library. We train the NN over the 60,000 training images using the 8-bit fixed-point binary design. In the testing step, we evaluate the performance of the NN with the 10,000 test images with both the fixed-point binary and the proposed bitstream-based designs.

For the bitstream-based approach we implemented five design structures: 1) the conventional stochastic random bitstream-based method, 2-5) the proposed deterministic LD bitstream-based method with different pairs of Sobol sequences to generate the bit-streams. The implemented structures only differ in the bit-stream generation part (converting input pixel intensities and weights from binary to bit-stream representation) and the core logic to perform the multiplications and accumulations is the same in all structures.

For the previous random bitstream-based approach we use the MATLAB built-in random number generator to generate the required random numbers in the bit-stream generation process. For the proposed deterministic design we use four different combinations of the first four Sobol sequences from the MATLAB built-in Sobol sequence generator (Fig. 3). Input test images and weights are converted to their corresponding bit-stream representation by comparing them to these Sobol sequences.
A. Performance comparison

Classification of the 10,000 test images with the 8-bit fixed-point binary design showed a misclassification rate of 0.80%. Table II compares the misclassification rates of the implemented bitstream-based designs for different number of operation cycles. For the conventional random stream-based approach, we report the mean of 20 trials running the simulation for statistical significance. As reported, the proposed deterministic bitstream-based designs achieve a better classification rate than the conventional random-stream based one for all different operation cycles (bit-stream lengths).

As can be seen in Table II, the optimum number of operation cycles to achieve high-quality results with the proposed designs is only eight cycles. Choosing Sobol Seq. 1 and Sobol Seq. 4, for example, as the two required sources of numbers in the NN gives a misclassification rate of 0.81% after 8 cycles, which means only one additional error (out of 10,000 test images) than the number of errors with the 8-bit fixed-point binary design. With other combinations of Sobol sequences also a similar level of error rate is achieved.

Due to an imprecise representation of input data, increasing the operation time for one more cycle (operating for a total of 9 cycles) has increased the misclassification rates in the proposed design. The general trend, however, is a decreasing behavior in the error rate when the number of operation cycles increases. After 2⁶ cycles, exactly the same or even a lower misclassification rate than the 8-bit fixed-point design is obtained. The reason behind observing a lower rate compared to the baseline fixed-point design is that the imprecise computation with truncated bit-streams has turned a couple of misclassifications into correct classification. Comparing the misclassification rates of the eight cycle case and the 2⁶ or longer cases, with longer bit-streams only a fewer number of misclassifications (out of 10,000 test images) can be achieved. Considering the fact that energy is the product of power and processing time, eight is the optimum number of cycles for the proposed design. If the application accepts higher misclassification rates, even four cycles might satisfy the quality expectations (with a rate of around 1.1%) and become an efficient termination point for the operations.

An advantage of using the proposed design is that, in contrast to the prior random bitstream-based designs, the results are deterministic (standard deviation of zero) and hence reproducible. We can guarantee the same error rate every time processing the same test inputs. Due to its inherent randomness, the conventional random SC design has a higher standard deviation and also a higher worst misclassification error for different bit-stream lengths.

B. Cost comparison

The synthesis results of the convolution engine which is based on a 5 × 5 filter is reported in Table III. A total of 20 × 24 × 24 convolution units is required in the first layer of the NN if performing all convolutions in parallel. Table IV shows the synthesis results of the first convolution layer for the case of parallel processing all pixels of an input image with one filter (implementing 24 × 24 convolution units in parallel). For the proposed design, we used the Sobol sequence generator of [13] to generate bit-streams. We did not consider the cost of the bit-stream generators in the numbers reported in Table III because the two Sobol sequence generators are re-used in converting all the input image and weight data, and the effective cost of the comparators will be insignificant considering the fact that each generated bit-stream is being used by a large number of convolution units. We included the bit-stream generators costs in the numbers reported in Table IV.

For the fixed-point binary design, we report the synthesis results for two cases of non-pipelined and fully-pipelined implementations. Due to replacing the costly 8-bit fixed-point multipliers with simple AND gates, more than 23 × (37 ×) hardware area saving is observed from the non-pipelined (fully-pipelined) fixed-point design to the proposed design for implementation of the convolution engine. The critical path
and power consumption are also significantly decreased with the proposed design. As reported in Table IV, for the entire convolution layer in which we consider the overhead cost of bit-stream generators, the hardware area cost is reduced by 19 × (30 ×).

The important metric to evaluate the efficiency of the proposed design is still energy consumption. Energy is evaluated as the product of processing time and power consumption. The output of the convolution unit in the non-pipelined fixed-point design is ready in only one clock cycle. This results in a total energy consumption of 24 pJ for the convolution unit (Table III) and 14.5 nJ for the entire convolution layer (Table IV). The fully-pipelined design is faster but costs significantly higher area and power, and consumes 16 nJ energy per cycle for the entire convolution layer.

For the proposed design the energy consumption depends on the number of cycles processing bit-streams. Multiplying the number of cycles by the energy per cycle from Table IV, an energy consumption of 4.1 nJ is measured when operating for eight cycles (8 × 0.52nJ). So the proposed design achieves more than 70% energy saving compared to the non-pipelined fixed-point design while preserving the quality of the results. Although pipelining the fixed-point design increases the maximum working frequency (reduces the critical path) and the throughput, it costs higher hardware area and power consumption, longer total end-to-end latency, and higher energy for processing each input data.

With the conventional random stream-based design a significantly longer processing time (e.g., 64 to 256 cycles) is required to achieve the same classification rate as the fixed-point design. This longer processing time makes the prior bit-stream-based designs energy inefficient compared to the fixed-point and the proposed design.

Note that we implemented 24 × 24 parallel 5 × 5 convolution engines to parallel process a 28 × 28 input test image with one filter. To parallel process the input image with 20 filters we need to implement 20 copies of the implemented design. The bit-stream generators converting the input image data and also the Sobol number generators will be shared between more convolution engines and so the overhead cost of bit-stream generation will be further reduced.

V. CONCLUSION

This work proposes a low-cost and energy-efficient design for hardware implementation of convolutional neural networks (NN). Low-discrepancy deterministic bit-streams and simple standard AND gates are used to perform fast and accurate multiplication operations in the first layer of NN. Compared to prior random bit-stream-based designs, the proposed design achieves a lower misclassification rate for the same processing time. Evaluating LeNet5 NN, the proposed design achieved the same classification rate as the conventional fixed-point binary design with 70% savings in the energy consumption of the first convolutional layer. If accepting slight inaccuracies, higher energy savings is also possible by processing shorter bit-streams. In future work, we will extend our evaluation to other NN architectures.
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