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ABSTRACT

With expansion of neural network (NN) applications lowering their hardware implementation cost becomes an urgent task especially in high-end applications where the power-supply is limited. Stochastic computing (SC) is a promising solution to realize low-cost hardware designs. Implementation of matrix multiplication has been a bottleneck in previous stochastic neural networks (SC-NNs). In this paper, we introduce spinntronics components into the design of SC-NNs. A novel spin-CMOS matrix multiplier is proposed in which the stochastic multiplications are performed by CMOS AND gates while the sum of products is implemented by spintronic compressor gates. The experimental results indicate that compared to the conventional binary implementations the proposed hybrid spin-CMOS architecture can achieve over 125×, 4.5× and 43× reduction in terms of power, energy and area consumptions, respectively. Moreover, compared to previous CMOS-based SC-NNs, our design saves the power by 3.1× - 7.3×, reduces energy consumption by 3.1× - 7.3× and decreases area by 1.4× - 7.6× while maintaining similar recognition rates.

1 INTRODUCTION

Neural networks (NNs) have become a popular technology in many fields. To solve complex problems designers need to add more and more neurons and layers into NNs which result in higher hardware cost in terms of power, energy and area. However, applications such as the Internet of Things (IoT) cannot tolerate high power or energy consumption due to insufficient power and energy supply. Therefore, reducing the hardware cost becomes a crucial issue for back-end NN-based applications.

Stochastic computing (SC) [1] as a promising technology can implement complex arithmetic operations using simple logic gates. For example, multiplication operations are implemented using simple standard AND gates in SC [2]. Additions can be achieved by OR gates as proposed in [3]. In terms of applications, previous works [4–12] have applied the SC technology to implementation of NNs to achieve energy-efficient and low-power hardware designs. For instance, Li et al. [5] proposed a NN implemented using stochastic components only, which successfully reduced the power consumption. Nevertheless, the implementations like [5] led to higher error rates compared to the conventional binary implementations due to the correlation and imprecision of bit-stream-based representation and inaccuracy of OR- and multiplexer-based additions. To solve this issue, hybrid stochastic-binary adders are introduced to sum up the products of matrix elements in the binary domain and so improve the accuracy [6–10]. However, such solutions are sub-optimal regarding the hardware cost due to the use of binary full adders.

Spinntronics devices, which utilize electron spin instead of electron charge as the computation variable, provide new design opportunities to conventional VLSI circuits. In this paper, we present a hybrid spin-CMOS architecture to implement cost-efficient SC-based NNs. By taking advantage of the spin diffusion current, we design a novel compressor gate which can efficiently compress N sparse stochastic streams to M dense stochastic streams (N > M). The hierarchical compressor gates together with simple AND gates can realize stochastic matrix multiplication with very low hardware cost. The device functionalities and power/energy consumption are simulated and calculated by using the physics-based compact model [13]. Our experimental results show that, compared to the binary implementations of NNs and the previous SC-NNs implemented by CMOS circuits, the hybrid spin-CMOS architecture can significantly reduce the hardware cost of NNs in terms of power, energy, and area consumptions while achieving slightly higher...
recognition error rates compared to the conventional fixed-point binary implementations.

The remainder of this paper is organized as follows: Section 2 provides the background on SC and the motivation behind this work. Section 3 explains the functionality of the proposed compressor. Section 4 introduces the physical implementation of the spin-CMOS compressor. Section 5 shows the architecture of hybrid spin-CMOS SC-NNs, and the comparisons of recognition error rates and hardware cost. The conclusions are drawn in Section 6.

2 BACKGROUND AND MOTIVATION

2.1 Stochastic Computing

SC can achieve complex arithmetic operations with simple logic gates. A floating-point number in the [0,1] interval is expressed by a sequence of binary bits, called bit-stream, in which all bits have the same weight. The expressed value is based upon the probability of the bits being logic ‘1’. Unipolar and bipolar are the two common formats [14] to encode floating-point number into a bit-stream representation. In this work, our proposed SC-NNs are implemented with the unipolar format.

Stochastic number generator (SNG) is used to generate bit-streams. The SNG is conventionally implemented using random number generators (RNGs) and comparators. A random number from an RNG is compared to a constant number (target value) in each cycle and the output of comparison generates one bit of the bit-stream. Linear feedback shifted registers (LFSRs) are widely used as the RNG in the SNGs. By exploiting spintronic devices, prior work [15, 16] reduced the hardware cost of the SNG and achieved promising performance in terms of both power consumption and hardware area cost.

For arithmetic operations, depending on the format of bit-streams, multiplication is implemented using an AND gate (Figure 1a) for the unipolar and an XNOR gate for the bipolar format. The addition can be implemented by OR gate (Figure 1b) for the unipolar format and the MUX gate can be used for both unipolar and bipolar formats.

2.2 Motivation

Matrix multiplication is the most compute-intensive operation in NNs. Previously, researchers used OR or MUX gates to implement the required stochastic additions for matrix multiplications [5]. However, due to the correlation and the non-scalable characteristics, the OR and MUX-based stochastic adders cause large error rates when the number of inputs is large. To decrease this error rate, authors in [6] and [16] proposed parallel counters and approximate parallel counters (APC), respectively. However, these binary adder-based implementations only achieve suboptimal hardware solutions because of the use of costly binary full adders particularly when adding a large number of inputs. Efficient reduction of the hardware cost while providing similar recognition rates as the conventional binary designs is still a challenging task.

For matrix multiplications in stochastic NNs, most output values are located in the range of (-1, 1). The output values larger than 1 or smaller than -1 will be approximately assigned to 1 or -1 or be scaled to (-1, 1). As shown in Figure 2, assume that there are N bit-streams with L bit-length at the inputs. If we use a counter to compute the summation of N bit-streams and then convert it back to one bit-stream (the operation is equivalent to the N-input addition), the number of ‘1’s in the input bit-streams should be equal to the number of ‘1’s in the output bit-stream. Since the matrix multiplication results (intermediate results in NNs) are usually very small, it is highly possible that the number of ‘1’s in one cycle (like the i-th cycle) at the input side is smaller than a small threshold value.

To investigate the above assumption, we studied the statistics of the number ‘1’s in the stochastic matrix multiplication of NNs. Figure 3 plots the probability of the numbers of ‘1’s per clock cycle at the inputs of the counter shown in Figure 2. For example, for the i-th cycle in Figure 2 it has about 20% probability that all 500 inputs are ‘0’ and about 55% probability that 500 inputs only have one ‘1’. Therefore, in the case of Figure 3, the 500 inputs have over 90% probability to contain less than four ‘1’s per clock cycle, which means that the 500 bit-streams can be approximately compressed to three bit-streams. Therefore, if we develop a design that can efficiently compress X bit-streams to Y bit-streams (X >> Y), it will tremendously decrease the hardware cost of the parallel counters and hence the total hardware cost of the SC-based NNs.

3 FUNCTIONALITY OF COMPRESSOR

The compressor gates are designed to take N unipolar encoded stochastic bit-streams as input and compress them into M streams (N and M are the number of inputs and outputs of the compressor gate,
The proposed compressors combining with AND gates is used as the matrix multiplier in the stochastic NN. The inputs of the compressor gate are the products of bit-streams which are operated by using AND gates as shown in Figure 4. In the stochastic matrix multiplication, since we use the unipolar encoded bit-streams, the negative values are first regarded as positive values and later partitioned into positive and negative parts as shown in Figure 4. Since input images and outputs of each layer (assume activation function uses sigmoid function) are always positive, the signs of products depend only on the signs of the weights, which are deterministic after training of NNs. Therefore, the number of positive inputs, \( K \), is deterministic in Figure 4. The function of the N-to-M compressor is to sum up the N input bits (the sum of bits in positive streams subtracts the sum of bits in negative streams) in every cycle. The compressor gate uses M output bits to express the summed value, in which half of the outputs stands for positive values and the other half expresses negative values. Assume \( S \) is the summed value in one clock cycle:

\[
S = \sum_{i=1}^{K} B_i^+ - \sum_{i=K+1}^{N} B_i^- \tag{1}
\]

where \( B_i^+/− \) is the \( i^{th} \) input bit-stream value for the +/− streams at a clock cycle. The M outputs are designed such that

\[
\begin{align*}
SS_{\text{out},1}^+ &= j, j = 1, 2, ..., M/2, & \text{if } M/2 \leq S \\
SS_{\text{out},j}^+ &= 1, j = 1, 2, ..., S, & \text{if } 0 \leq S < M/2 \\
SS_{\text{out},j}^- &= 1, j = 1, 2, ..., |S|, & \text{if } -M/2 < S < 0 \\
SS_{\text{out},j}^± &= 1, j = 1, 2, ..., M/2, & \text{if } S \leq -M/2 \\
SS_{\text{out},j}^± &= 0, & \text{otherwise}
\end{align*}
\]

where \( j = 1, 2, ..., M/2 \) is the index of the output bit-streams.

Figure 5a shows a structure of a 6-to-4 compressor assuming \( K=3 \). In this case, the compressor can compute the range of the summation result, \( S \), from -2 to +2. For example, in the 6\( ^{th} \) cycle in Figure 5a the positive inputs are ‘111’ while the negative inputs are ‘000’. As a result, \( S = 3 \), which is out of the range (-2, +2). The compressor gives the result as +2 rather than +3, of which the outputs have ‘11’ at the positive and ‘00’ at the negative side. As another example, in the 3\( ^{rd} \) cycle in Figure 5a, the positive and negative inputs have three and two ‘1’s, respectively. Two ‘1’s at the positive and negative inputs cancel each other and only one ‘1’ is left at the positive side. The summation result in this case is a single ‘1’ and thus only the output \( SS_{\text{out},1}^+ \) is set to ‘1’. For the cases that the total number of ‘1’s of input bit-streams in one cycle is zero or one, the outputs will have zero ‘1’ and one ‘1’, respectively, as seen in the 2\( ^{nd} \) and 7\( ^{th} \) cycles. As discussed in Section 2, it is very likely to see that the number of ‘1’s in the inputs is less than a threshold value (M), in which the compressor gate accurately represents the summation of the N bit-streams using the M outputs bit-streams. As can be seen in Figure 5b, the proposed spin-CMOS compressor gate can successfully realize the functionality shown in Figure 5a. The implementation details are discussed in Section 4.

### 4 SPIN-CMOS BASED COMPRESSOR IMPLEMENTATION

In this section, we discuss the implementation of the proposed hybrid spin-CMOS based compressor. Figure 6 shows the structure of the proposed compressor gate which is based on a nonlocal spin valve with multiple inputs and outputs [17]. The nonlocal spin valve provides the ability to operate spin diffusion currents which are efficient in implementing analog summations [18]. The N inputs are connected to the N bit-streams. If an input bit is ‘1’, the charge current injects non-equilibrium spin from the ferromagnetic (FM) spin injector into the nonmagnetic (NM) spin channel. The injected spin diffuses evenly to the M outputs. The polarity of one input stream is defined as the injected spin polarization which is determined by the magnetic states of the FM injector. If multiple ‘1’s arrives at the inputs, the injected spins will sum up at the merging point (‘X’ in the middle of Figure 6) of N-M channels in an analog manner. The control transistors at the input terminals cut out the charge current path to achieve low power performance if the input is ‘0’.

At the injector terminals, tunnel barriers are used to enhance the spin injection polarization, P, and prevent the cross-talk between

---

**Figure 4:** Schematic design of an N-to-M compressor gate.

**Figure 5:** An example of a 6-to-4 compressor gate with six inputs and four outputs (N=6, M=4, K=3 in Figure 4).
Table 1: Important material parameters used in this work

<table>
<thead>
<tr>
<th>Name</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$V_{dd}$</td>
<td>1V</td>
</tr>
<tr>
<td>Sensing MTJ TMR ratio</td>
<td>354%</td>
</tr>
<tr>
<td>Spin Injection Polarization</td>
<td>88%</td>
</tr>
<tr>
<td>Damping Constant of FL magnets</td>
<td>0.005</td>
</tr>
<tr>
<td>Critical Switching Spin Current $I_{sc}$</td>
<td>0.18 $\mu$A</td>
</tr>
<tr>
<td>Spin Hall Angle</td>
<td>18</td>
</tr>
<tr>
<td>Minimum Feature Size (Spintronic Components)</td>
<td>15nm</td>
</tr>
</tbody>
</table>

Hall Material [19] are introduced as the “reset clock.” Because of the “Giant Spin Hall Effect,” a charge current in the Giant Spin Hall Material (GSHM) generates $I_s\text{SHE}$ with in-plane spin polarization on its top surface. $I_s\text{SHE}$ switches the FL magnets to in-plane, which is the energy maximum state. Once the RESET signal is “OFF,” a weak perturbation can determine the switching of FL magnets. Since in SC the operation frequency is high, the FL magnets can be designed with low thermal stabilities, $\Delta$ [20]. As shown in Figure 5b, with $\Delta = 4k_BT$, the FL magnet can still well maintain its state at 1 GHz.

The MTJ senses the state of FL magnets and transfer it into a voltage signal. To reduce the process-induced variation, in the voltage divider, the reference resistor should also be a neighboring MTJ but with its magnetic state always fixed. The resistance value of the reference MTJ is determined such that when the sensing MTJ is in the parallel state, the corresponding $S_{S_{out}}$ will be ‘1’, otherwise the output will be ‘0’ [18]. The unit output spin current, $I_0$, and the critical switching current of FL magnets, $I_{sc}$, are designed as: $I_0 = 2MI_{sc}e^{B_i/\lambda_s}$ such that the spin currents that arrive the output equal to $2I_{sc}$ if there is only a single ‘1’ at the inputs of the compressor gate. $d_2$ is the distance between ‘X’ and outputs. Correspondingly, the bias spin currents, which can also be generated by nonlocal spin valves, are designed as $|\tilde{I}_{b,j}| = \pi(2 \cdot j - 1)I_{sc}$ for positive (or negative) outputs ($j = 1, \ldots, M/2$ is the index of output terminals). As a result, by measuring the analog level of the $I_{s,\text{tot}}$, a compressor gate can count the net amount of the input bits. Figure 5b shows the simulation of a 6-to-4 compressor gate by using the modular approach for spintronic devices. The magnetic dynamics are simulated by solving the Landau-Lifshitz-Gilbert equation with the random thermal fluctuation and the spin torques [13]. In each cycle, the FL magnets are first reseted to in-plane by $I_{S_{HE}}$. Then, the RESET signal is “OFF” and the READ signal is “ON” by which the FL magnets complete switching. Based on the parameters in Table 1, the switching delay of FL magnets is shown to be less than 100ps.

A physical limitation on fan-in and fan-out is also considered: the length of NM channels are assumed to increase linearly with $N$ and $M$: $d_1 = N \cdot 2F$ and $d_2 = M \cdot 2F$, where $F$ is the minimum feature size. As a result, the applied charge current, $I_c$, exponentially increases with $N+M$ if $d_1 + d_2 > \lambda_s$, which sets the trade-off between the energy consumption per gate and the fan-in and fan-out abilities. Figure 7 shows the power scaling trend of a compressor gate when only a single ‘1’ appears at its inputs. Its strong dependence on the $N$ and $M$ suggests that the energy consumed for nonlocal spin torque switching is still dominating. Thus, increasing $\lambda_s$ or decreasing $I_{sc}$ can further improve the energy efficiency. In the rest of this
paper, the N value of each compressor gate is kept under 50 and a hierarchical structure is utilized to implement the summation over a large number of inputs (Figure 8).

5 IMPLEMENTATION OF NEURAL NETWORKS

In this section, SC-based implementation of a restricted Boltzmann machine (RBM) classifier [25] with a 784-100-200-10 configuration is investigated. The stochastic implementation of the RBM classifier, the recognition error rates, and the hardware cost for different implementations are discussed in the following sections.

5.1 Implementation

First, we introduce the NN implementation using the hybrid spin-CMOS devices. The basic unit is a neuron formulated as \( out = \sigma(X \cdot W + \text{bias}) \) where \( \sigma \) is the activation function; \( X \) is the input of the neuron; \( W \) and \( \text{bias} \) are constant values in the classification which are obtained from training process.

The MTJ based SNG [26] is used to generate bit-streams in the neuron architecture of Figure 8. The inputs are ANDed with the weighted bit-streams to obtain the intermediate products of matrix multiplications. N-to-M bit-stream compressors are then used in a hierarchical structure to reduce the number of counter inputs to \( M \). Finally, the output of the counter goes through a comparator to convert it back into bit-stream representation and feed the next layer of the NN. The activation function uses the stochastic approximate sigmoid function, \( \sigma(x) = \frac{x}{1 + e^{-x}} \), proposed in [7] which is integrated in the neuron structure of Figure 8.

5.2 Recognition Error Rate

To evaluate the recognition error rates, the MNIST handwritten digit image dataset [27] is used which includes 60,000 training images and 10,000 testing images. For the classification process, the weights and biases of the RBM NN are trained and regarded as constant values for the classifier. Due to a long simulation time, we tested each 10,000 images classification process three times and averaged the error rates.

Four different design methodologies are investigated in this paper. As reported in Table 2, the 8-bit fixed point implementation has the lowest recognition error rate. Both the CMOS stochastic and our hybrid spin-CMOS stochastic implementations obtain similar recognition error rates. By increasing the bit-length, the error rates of stochastic implementations become closer to the error rates of the fixed-point implementation. For our hybrid spin-CMOS implementations, we also investigate the impact of the ratio of inputs to outputs (N/M) on the error rate. As reported in Table 2, when M=2, the recognition error rates are larger than 15%. The reason behind this relatively higher error rates is that in this case the proposed spin-based compressor compresses the inputs to only one ‘+1’ or only one ‘−1’ which results in losing ‘±1’s when one cycle contains more than one ‘±1’. For example, the case in Figure 3 shows that there is more than 20% probability to generate two or more ‘1’s in each cycle. Consequently, when M=2, the output of the compressor cannot accurately express those 20% ‘1’s resulting in such a high error rate. Therefore, we will not consider the case of M=2 for the implementations. For other cases, when decreasing the ratio N/M, the error rates are slightly decreased. This is because the spin-based compressors with lower ratios of N/M have a lower compression rate and thus introduce smaller errors into the addition operations. In summary, with decreasing the ratio N/M and increasing the bit-length, the recognition error rates are decreased.

5.3 Hardware Cost

To evaluate the hardware cost, the Synopsys Design Compiler is used to synthesize the RBM NN with the FreePDK 45nm library [28] for the CMOS designs including the proposed implementation, conventional binary, and previous stochastic implementations. The power consumption is reported at a constant frequency of 1GHz. The spintronic components are quantitatively simulated using the device and material parameters summarized in Table 1. To provide a fair comparison, we use the MTJ-based SNGs of [26] to generate the required random numbers in all stochastic implementations.

![Figure 8: Stochastic neural network implementation with a single neuron architecture](image)

![Diagram of neuron architecture](image)

Table 2: Comparison of recognition error rates of RBMs

<table>
<thead>
<tr>
<th>Type</th>
<th>N-to-M</th>
<th>Bit-length:</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>32</td>
</tr>
<tr>
<td>Binary</td>
<td>-</td>
<td>2.03%</td>
</tr>
<tr>
<td>Stochastic#1 [6][16]</td>
<td>-</td>
<td>&gt;1%</td>
</tr>
<tr>
<td>Stochastic#2 [7][8]</td>
<td>-</td>
<td>3.20%</td>
</tr>
</tbody>
</table>

This work

<table>
<thead>
<tr>
<th>Type</th>
<th>N-to-M</th>
<th>Bit-length:</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>32</td>
</tr>
<tr>
<td>N-to-2</td>
<td>*N-to-2</td>
<td>&gt;15%</td>
</tr>
<tr>
<td>10-to-4</td>
<td>3.99%</td>
<td>3.26%</td>
</tr>
<tr>
<td>10-to-6</td>
<td>3.79%</td>
<td>3.20%</td>
</tr>
<tr>
<td>20-to-4</td>
<td>4.00%</td>
<td>3.21%</td>
</tr>
<tr>
<td>20-to-6</td>
<td>5.62%</td>
<td>2.97%</td>
</tr>
<tr>
<td>30-to-4</td>
<td>4.02%</td>
<td>3.23%</td>
</tr>
<tr>
<td>30-to-6</td>
<td>3.81%</td>
<td>2.97%</td>
</tr>
<tr>
<td>40-to-4</td>
<td>4.15%</td>
<td>3.64%</td>
</tr>
<tr>
<td>40-to-6</td>
<td>3.85%</td>
<td>3.13%</td>
</tr>
</tbody>
</table>

Note: *N ≥ 10 might be 10, 20, 30, etc. and when M=2, the error rates are larger than 15% which are not acceptable.
Table 3: Hardware comparisons among different works (32 bits for stochastic works)

<table>
<thead>
<tr>
<th>Method</th>
<th>N-to-M</th>
<th>Power (@1GHz) (mW)</th>
<th>Area (m²)</th>
<th>Energy (nJ)</th>
</tr>
</thead>
<tbody>
<tr>
<td>#1 8-bit Fixed-Point</td>
<td>N/A</td>
<td>39617</td>
<td>55.77</td>
<td>39.62</td>
</tr>
<tr>
<td>#2 [6][16]</td>
<td>N/A</td>
<td>1929.77</td>
<td>2.06</td>
<td>61.75</td>
</tr>
<tr>
<td>#3 [7][8]</td>
<td>N/A</td>
<td>1000.03</td>
<td>1.39</td>
<td>32.13</td>
</tr>
<tr>
<td>#4</td>
<td></td>
<td>10-to-4</td>
<td>258.36</td>
<td>1.01</td>
</tr>
<tr>
<td></td>
<td></td>
<td>10-to-6</td>
<td>270.00</td>
<td>1.28</td>
</tr>
<tr>
<td></td>
<td></td>
<td>20-to-4</td>
<td>263.59</td>
<td>0.87</td>
</tr>
<tr>
<td></td>
<td></td>
<td>20-to-6</td>
<td>273.89</td>
<td>0.93</td>
</tr>
<tr>
<td></td>
<td></td>
<td>30-to-4</td>
<td>271.47</td>
<td>0.86</td>
</tr>
<tr>
<td></td>
<td></td>
<td>30-to-6</td>
<td>289.27</td>
<td>0.88</td>
</tr>
<tr>
<td></td>
<td></td>
<td>40-to-4</td>
<td>292.06</td>
<td>0.85</td>
</tr>
<tr>
<td></td>
<td></td>
<td>40-to-6</td>
<td>315.97</td>
<td>0.87</td>
</tr>
<tr>
<td>This work</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Four implementations, (#1) the conventional fixed-point binary implementation, (#2) the CMOS stochastic implementation with the bipolar format [16][6], (#3) the CMOS implementation with the unipolar format [7][8], and (#4) the hybrid spin-CMOS implementation are compared in terms of power, area, and energy consumption. As shown in Table 3, compared to the CMOS binary implementation, our designs can achieve over 125X power reduction, over 43X area reduction and 4.5X energy reduction. Compared to the previous CMOS stochastic implementations, our designs reduce about 3.1X - 7.3X power, 1.4X - 7.6X area and 3.1X - 7.3X energy consumption.

Moreover, we investigate the impact of different ratios of N/M on the hardware cost. When increasing the ratio of N/M, the total area of the NN is reduced because a larger ratio means a smaller number of compressor gates. Changing N and M has a direct impact on the power and energy numbers as discussed in Section 3. As shown in Table 3, by increasing N and M, the power and energy consumption are both increased. Thus, the design with the compressor ratio of 10-to-4 has the lowest power and energy consumption.

6 CONCLUSION

In this work, we proposed a hybrid spin-CMOS based stochastic neural network architecture targeting low-cost design. We proposed a spin-CMOS based compressor to compress the input bit-streams into a smaller number of output bit-streams which can significantly reduce the hardware cost of the entire neural network. Experimental results showed that our proposed design obtains similar recognition error rates compared to previous stochastic implementations while achieving slightly higher error rates compared to the conventional binary implementation. In terms of hardware cost, compared to the conventional CMOS-based fixed-point binary implementation, our designs achieve over 125X power reduction, over 43X area reduction and 4.5X energy reduction. Compared to the previous CMOS stochastic implementations our designs reduce about 3.1X - 7.3X power, 1.4X - 7.6X area and 3.1X - 7.3X energy.
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