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(DFT-MSN’s)
Yu Wang, Hongyi Wu, Feng Lin, and Nian-Feng Tzeng

Abstract—While extensive studies have been carried out in
the past several years for many sensor applications, the main
approach for sensor networking cannot be applied to the sce-
narios with extremely low and intermittent connectivity, dubbed
the Delay/Fault-Tolerant Mobile Sensor Network (DFT-MSN).
Without end-to-end connections due to sparse network density
and sensor node mobility, routing in DFT-MSN becomes localized
and ties closely to medium access control, which naturally calls
for merging Layer 3 and Layer 2 protocols in order to reduce
overhead and improve network efficiency. Due to the unique
characteristics of DFT-MSN, the communication links exist only
with certain probabilities and become the scarcest resource. At
the same time, the sensor nodes in DFT-MSN have very limited
battery power like those in other sensor networks. Clearly, there
is a tradeoff between link utilization and energy efficiency.
In order to address the trade-off, we develop a cross-layer

data delivery protocol for DFT-MSN, which includes two phases,
i.e., the asynchronous phase and the synchronous phase. In the
first phase, the sender contacts its neighbors to identify a set
of appropriate receivers. Since no central control exists, the
communication in the first phase is contention-based. In the
second phase, the sender gains channel control and multicasts its
data message to the receivers. Furthermore, several optimization
issues in these two phases are identified, with solutions provided
to reduce the collision probability and to balance between link
utilization. Our results show that the proposed cross-layer data
delivery protocol for DFT-MSN achieves a high message delivery
ratio with low energy consumption and an acceptable delay.

Index Terms—Contention-based access, cross-layer,
delay/fault-tolerant mobile sensor networks, delivery probability,
DFT-MSN, energy efficiency, pervasive information gathering.

I. INTRODUCTION

THE WIRELESS sensor network has been extensively
studied in the past several years, with numerous ap-

proaches proposed for routing, medium access control, data
aggregation, topology control, power management, etc. While
these mainstream approaches in the literature are well suitable
for many sensor applications, they cannot be applied to the
scenarios with extremely low and intermittent connectivity
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due to sparse network density and sensor node mobility.
Two typical examples are pervasive air quality monitoring,
where the goal is to track the average toxic gas inhaled by
human beings everyday, and flu virus tracking, which aims to
collect data of flu virus (or any epidemic disease in general)
in order to monitor and prevent the outbreak of devastating
flu. Note that, while samples can be collected at strategic
locations for flu virus tracking or air quality monitoring, the
most accurate and effective measurement shall be taken at
the people, naturally calling for an approach of deploying
wearable sensors that closely adapt to human activities. As
a result, the connectivity among the mobile sensors is poor,
and thus it is difficult to form a well connected mesh network
for transmitting data through end-to-end connections from the
sensor nodes to the sinks.

In order to address this problem, the Delay/Fault-Tolerant
Mobile Sensor Network (DFT-MSN) has been introduced re-
cently for pervasive data acquisition [1], mainly motivated by
the Delay-Tolerant Network (DTN) [2], [3] and its applications
in sensor networks and mobile ad hoc networks. DFT-MSN
aims to gather a massive amount of information from a statistic
perspective and to update the information base periodically.
Thus, data transmission delay and faults are usually tolerable
in such application scenarios. A DFT-MSN under our con-
sideration consists of two types of nodes, the wearable sensor
nodes and the high-end sink nodes. The former are attached to
people (or other mobile objects), gathering target information
and forming a loosely connected mobile sensor network for
information delivery. With a short sensor transmission range
and nodal mobility, the connectivity of DFT-MSN is very low,
where a sensor connects to other sensors only occasionally. A
number of high-end nodes (e.g., mobile phones or personal
digital assistants with sensor interfaces) are either deployed at
strategic locations with high visiting probability or carried by
a subset of people, serving as the sinks to receive data from
wearable sensors and forward them to access points of the
backbone network.

Without end-to-end connections, routing in DFT-MSN be-
comes localized and ties closely to Layer 2 protocols, which
naturally calls for merging Layer 3 and Layer 2 in order
to reduce overhead and improve network efficiency. In this
research, we develop and evaluate a cross-layer data delivery
protocol for DFT-MSN. Note that, while cross-layer design
has been discussed extensively in the past several years, this
work distinguishes itself from others by considering the unique
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characteristics of the sparsely-connected, delay-tolerant mo-
bile sensor network. The goal of conventional sensor network
protocols is to optimize energy consumption with a given
delay or throughput requirement, with the sensor nodes usually
enjoying stable connectivity and ample channel bandwidth.
DFT-MSN, however, is fundamentally an opportunistic net-
work, where the communication links exist only with certain
probabilities and are deemed the scarcest resource. A naive
approach is to let sensors work aggressively in order to catch
every possible opportunity for data transmission. Under such
an approach, however, the sensors are likely to drain off their
battery quickly, resulting in poor performance of the overall
network. Clearly, there is a tradeoff between link utilization
and energy efficiency. None of the existing sensor network
protocols have considered such a unique network environment
and performance tradeoff.
Our goal is to make efficient use of the transmission

opportunities whenever they are available, while keeping
the energy consumption at the lowest possible level. To
address this tradeoff between data delivery ratio/delay and
overhead/energy, we design the data delivery protocol with
two phases, i.e., the asynchronous phase and the synchronous
phase. In the first phase, a sender contacts its neighbors to
identify a set of appropriate receivers. Since no central control
exists, the communication in the first phase is contention-
based. In the second phase, the sender gains channel control
and multicasts its data message to the receivers. Furthermore,
several optimization issues in these two phases are identified,
with possible solutions proposed to reduce the collision prob-
ability and improve energy efficiency. Extensive simulations
are carried out for performance evaluation. Our results show
that the proposed cross-layer data delivery protocol for DFT-
MSN achieves a high message delivery ratio with low energy
consumption and an acceptable delay.
The rest of this paper is organized as follows: Sec. II

discusses related work. Sec. III presents the proposed cross-
layer data delivery protocol for DFT-MSN. Sec. IV discusses
protocol optimization. Sec. V presents simulation results.
Finally, Sec. VI concludes the paper.

II. RELATED WORK

Research on Delay/Fault-Tolerant Mobile Sensor Network
(DFT-MSN) is motivated mainly by the Delay-Tolerant Net-
work (DTN) and its applications in sensor networks and
mobile ad hoc networks. DTN is an occasionally connected
network that may suffer from frequent partitioning and that
may be composed of more than one divergent set of protocol
families [2]. DTN is originally aimed to provide communica-
tion for the Interplanetary Internet, which focuses primarily
on deep space communication in high-delay environments
and on inter-operability between different networks deployed
in extreme environments lacking continuous connectivity [2],
[3]. DTN technology has been naturally employed in various
mobile wireless networks (such as mobile Internet and mobile
ad hoc networks) [4]–[14].
In this work, we focus on wireless sensor networks, where

data are delivered from sensor nodes to the sink(s) only, in
contrast to the peer-to-peer communication systems mentioned

above. Its pertinent work can be classified into the following
three categories, according to their differences in nodal mo-
bility.

a) Network with Static Sensors: The first type of DTN-
based sensor networks are static. Due to the limited trans-
mission range and battery power, the sensors are loosely
connected to each other and may be isolated from the network
frequently. For example, the Ad hoc Seismic Array developed
at the Center for Embedded Networked Sensing (CENS) em-
ploys seismic stations (i.e., sensors) with large storage space
and enables store and forward of bundles with custody transfer
between intermediate hops [15]. In [16], wireless sensor net-
works are deployed for habitat monitoring, where the sensor
network is accessible and controllable by the users through
the Internet. The SeNDT (Sensor Networking with Delay
Tolerance) project targets at developing a proof-of-concept
sensor network for lake water quality monitoring, where the
radio connecting sensors are mostly turned off to save power,
thus forming a loosely connected DTN network [17]. DTN/SN
focuses on the deployment of sensor networks that are inter-
operable with the Internet protocols [18]. [19] proposes to
employ the DTN architecture for mitigating communication
interruptions, so as to provide reliable data communication
across heterogeneous, failure-prone networks.

b) Network with Managed Mobile Nodes: In the second
category, mobility is introduced to a few special nodes to
improve network connectivity. For example, the Data Mule
approach is proposed in [20] to collect sensor data in sparse
sensor networks, where a mobile entity called data mule
receives data from the nearby sensors, temporarily store them,
and drops off the data to the access points. This approach can
substantially save the energy consumption of the sensors as
they only transmit over a short range, and at the same time,
enlarge the service area of the sensor network.

c) Network with Mobile Sensors: While all of the above
delay-tolerant sensor networks center at static sensor nodes,
there are several examples that are based on mobile sen-
sors. ZebraNet [21] employs the mobile sensors to support
wildlife tracking for biology research. The ZebraNet project
targets at building a position-aware and power-aware wireless
communication system. A history-based approach is proposed
for routing, where the routing decision is made according
to the node’s past success rate of transmitting data packets
to the base station directly. When a sensor meets another
sensor, the former transmits data packets to the latter if the
latter has a higher success rate. The Shared Wireless Info-
Station (SWIM) system is proposed in [22], [23] for gathering
biological information of radio-tagged whales. It is assumed
in SWIM that the sensor nodes move randomly and thus
every node has the same chance to meet the sink. A sensor
node distributes a number of copies of a data packet to other
nodes so as to reach the desired data delivery probability.
Separately, the Delay/Fault-Tolerant Mobile Sensor Network
(DFT-MSN) has been proposed recently for pervasive informa-
tion gathering. An overview of DFT-MSN is presented in [1],
outlining its application scenarios and unique characteristics,
such as sensor mobility, loose connectivity, fault tolerability,
delay tolerability, and buffer limit. Following that, an in-
depth study of DFT-MSN is given in [24]–[26], where two
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basic data delivery approaches, namely, direct transmission
and flooding, are discussed with their performance analyzed by
using queuing models. Based on the analytic results, a message
Fault-tolerance-based Adaptive Delivery (FAD) scheme is
proposed. The FAD scheme, comprising two key components
respectively for data transmission and queue management, can
dynamically tune its performance and well balance between
message delivery ratio and overhead.

III. PROPOSED CROSS-LAYER DATA DELIVERY
PROTOCOL FOR DFT-MSN

In this section, we propose the data delivery protocol for
DFT-MSN by taking a cross-layer approach, aiming to strike
the balance between link utilization and energy efficiency. By
considering the unique characteristics of DFT-MSN where
the sensors are sparsely-connected and usually experience
long transmission delay, this work distinguishes itself from
other cross-layer approaches that have been discussed for
conventional sensor networks. In the rest of this section, we
first introduce two important protocol parameters and then
present our proposed cross-layer protocol design.

A. Protocol Parameters

The proposed data delivery protocol is based on two im-
portant parameters, namely, the nodal delivery probability and
the message fault tolerance, as discussed below separately.
1) Nodal Delivery Probability: The decision on data trans-

mission is made based on the delivery probability, which
indicates the likelihood that a sensor can deliver data messages
to the sink. Let ξi denote the delivery probability of sensor
i. ξi is initialized with zero and updated upon an event
of either message transmission or timer expiration. More
specifically, the sensor maintains a timer. If there is no mes-
sage transmission within an interval of Δ, the timer expires,
generating a timeout event. The timer expiration indicates that
the sensor couldn’t transmit any data messages during Δ, and
thus its delivery probability should be reduced. On the other
hand, whenever sensor i transmits a data message to another
node k, ξi should be updated to reflect its current ability in
delivering data messages to the sinks. Note that since end-
to-end acknowledgement is not employed in DFT-MSN due
to its low connectivity, sensor i doesn’t know whether the
message transmitted to node k will eventually reach the sink
or not. Therefore, it estimates the probability of delivering the
message to the sink by the delivery probability of node k, i.e.,
ξk. More specifically, ξi is updated as follows,

ξi =
{

(1 − α)[ξi] + αξk, T ransmission
(1 − α)[ξi], T imeout,

(1)

where [ξi] is the delivery probability of sensor i before it is
updated, and 0 ≤ α ≤ 1 is a constant employed to keep partial
memory of the historic status. If k is the sink, ξk = 1, because
the message is already delivered to the sink successfully.
Otherwise, ξk < 1. Clearly, ξi is always between 0 and 1.
2) Message Fault Tolerance: Each sensor has a data queue

that contains data messages ready for transmission. The data
messages of a sensor come from three sources: (a) After the
sensor acquires data from its sensing unit, it creates a data

message, which is inserted into its data queue; (b) When the
sensor receives a data message from another sensor, it inserts
the message into its data queue; (c) After the sensor sends out
a data message to a non-sink sensor node, it may also insert the
message into its own data queue again, because the message
is not guaranteed to be delivered to the sink. In DFT-MSN,
multiple copies of the message may be created and maintained
by different sensors in the network, resulting in redundancy.
The fault tolerance degree (FTD) is introduced to represent
the amount of redundancy and to indicate the importance of
a given message. More specifically, each message copy is
associated with an FTD, which is defined as the probability
that at least one copy of this message is delivered to the sink
by other sensors in the network. Let FM

i denote the FTD of
messageM in the queue of sensor i. FM

i is determined when
the message is inserted into the queue. For a new message
generated from the sensing unit, FM

i = 0, i.e., with the
highest importance. During data transmission, the message
FTD will be updated. Without loss of generality, let’s consider
a sensor i, which is multicasting data message M to a set of
nearby sensors denoted by Φ. The message copy transmitted
to neighbor node j is associated with an FTD of FM

j ,

FM
j = 1 − (1 − [FM

i ])(1 − ξi)
∏

m∈Φ, m �=j
(1 − ξm), (2)

and the FTD of the message at sensor i is updated as

FM
i = 1 − (1 − [FM

i ])
∏
m∈Φ

(1 − ξψm), (3)

where [FM
i ] is the FTD of message M at sensor i before

multicasting.
The data queue management is to appropriately sort the data

messages in the queue, to determine which data message is to
be sent when the sensor meets another sensor, and to determine
which data message is to be dropped when the queue is full.
Our proposed queue management scheme is based on the FTD.
More specifically, the message with a smaller FTD is more
important and should be transmitted with a higher priority.
This is done by sorting the messages in the queue with an
increasing order of their FTD’s. Message with the smallest
FTD is always at the top of the queue and transmitted first. A
message is dropped at the following two occasions. First, if
the queue is full when a message arrives, the new message is
inserted into the queue at an appropriate position according to
its FTD, while the message at the end of the queue is dropped.
Second, if the fault tolerance of a message is larger than a
threshold, the message is dropped, even if the queue is not
full. This is to reduce transmission overhead, given that the
message will be delivered to the sinks with a high probability
by other sensors in the network. A special example is the
message which has been transmitted to the sink. It will be
dropped immediately because it has the highest FTD of 1.

B. Cross-Layer Data Delivery Protocol for DFT-MSN

In the proposed data delivery protocol, each sensor has a
working cycle that consists of two modes, the sleep mode and
the work mode. The length of the working cycle is dynamic,
as will be discussed in Sec. IV. Without loss of generality, we
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Fig. 1. Proposed cross-layer data delivery protocol: (a) Sender; (b) and (c) Qualified neighbors; (d) Unqualified neighbors; (e) Possible new arrivals.

consider a sensor i with a message M at the top of its data
queue. If it does not serve as either a sender or a receiver in
the past L transmissions as discussed below, sensor i enters
sleep mode for a period of Ti. The optimal value of Ti will
be discussed later in Sec. IV. Upon waking up, sensor i goes
through two phases for possible data transmission to nearby
sensors, namely, asynchronous phase and synchronous phase,
as elaborated below.

1) Asynchronous Phase: The asynchronous phase starts
after the node wakes up from sleeping. Since no central control
exists during this phase, all communication is contention-
based. More specifically, sensor i turns on its radio and listens
for a period of τi (see Fig. 1). If the channel is idle, it transmits
a preamble to occupy the channel and inform its neighbors to
prepare for receiving its RTS (Request-To-Send) packet. If
collision happens (i.e., receiving preamble from other nodes),
it gives up its attempt for further transmission and restarts the
asynchronous phase again.

After the preamble, sensor i sends an RTS packet that
contains its nodal delivery probability (i.e., ξi), the FTD of
message M (i.e., FM

i ), and the length of the contention
window (denoted byW ). The contention window is the period
to allow the neighboring sensors to reply.

Once a neighbor node receives the RTS packet, it checks
if it can serve as a qualified receiver. A qualified receiver
of node i must satisfy two conditions. First, it must have
higher delivery probability than node i. Second, it should have
available buffer space for messages with FTD of FM

i . Each
of the qualified receivers then sends back a CTS (Clear-To-
Send) packet, which includes its nodal delivery probability and
available buffer space, to node i at a random time point during
the period of W . Obviously, since there is no central control,

the transmission of CTS packet is also contention-based. If
more than one CTS arrive at node i at the same time, all of
them are lost.
Note that, although the above RTS/CTS handshaking mech-

anism appears to be similar to that of the IEEE 802.11
protocol (which is the reason we use the notion of RTS/CTS),
information delivered through RTS/CTS in these two protocols
are different. In DFT-MSN, the two control packets exchange
nodal delivery probability and available buffer space between
a sender and its potential receivers, and they are crucial for
the nodes to make efficient decisions on data transmission.
Node i keeps listening on the channel and collects the CTS

packets, which are used to construct the neighbor table. After
that, node i can easily make central arrangement for next
data transmissions. Hereafter, the communication enters the
synchronous phase. In addition, similar to IEEE 802.11 DCF
function, the network allocation vector (NAV) mechanism can
be employed to minimize overhearing and address the hidden
station problem. Thus, the neighboring nodes of each receiver
update their NAVs upon receiving the CTS. The details of
updating NAV is omitted here.
In the above asynchronous phase, contention mainly hap-

pens in two situations. First, multiple nodes may try to
grasp the channel by transmitting a preamble simultaneously.
Second, multiple qualified neighbor nodes may reply with CTS
packets simultaneously. For both situations, we have designed
simple and effective schemes to address the tradeoff between
the collision probability and bandwidth utilization, as to be
discussed in Sec. IV.

2) Synchronous Phase: In this phase, all the data trans-
missions are synchronized, and thus contention-free. After
obtaining information from the qualified receivers, node i
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decides which of them are to be selected for data forwarding,
according to the FTD of the outgoing message M and the
receivers’ delivery probabilities. Let Ξ = {ψz | 1 ≤ z ≤ Z}
denote the Z qualified receivers, sorted by a decreasing order
of their delivery probabilities. In order to reduce unnecessary
transmission overhead, only a subset Φ of them are selected for
transmission so that the total delivery probability of message
M is just enough to reach a predefined threshold �. The pro-
cedure for determining Φ is as follows:

Φ = ∅.
for z = 1 : Z do
if ξi < ξψz AND Bψz(FM

i ) > 0 then
Φ = Φ ∪ ψz .

end if
if 1 − (1 −FM

i )
∏
m∈Φ(1 − ξm) > � then

Break.
end if

end for
where Bψz (FM

i ) is the available buffer space at node ψz for
any message with FTD equal to FM

i or higher.
Node i then constructs and sends out a SCHEDULE packet

which includes the list of IDs of the selected receivers and
the corresponding FTD of the message copy to be received by
each receiver (which is calculated according to Eq.(2)). The ID
list also implicitly determines the order of ACK packets to be
transmitted by the receivers. Following that, node i sends out
the data message and waits for the acknowledgements from
the receivers.
If a node j finds its ID in the SCHEDULE packet, it accepts

the following message M , which is then inserted into its data
queue and attached with the FTD indicated in the SCHEDULE
packet. Then, node j replies with an ACK packet at a specific
time slot according to the receiver list in the SCHEDULE
packet. For example, if node j is the k-th receiver in the list,
it transmits its ACK at k × tack after receiving the message,
where tack is a constant period for the ACK transmission.
If any ACK packet is lost, node i assumes that the cor-

responding neighbor is invalid and removes it from Φ. After
receiving the ACK packets, node i recalculates the FTD of its
local copy of message M by using Eq. (3) and updates the
data queue, as discussed in Sec. III-A.
Each sensor repeats the above two-phase process as long as

it is in the work mode.

IV. PROTOCOL OPTIMIZATIONS

Communication link and battery power are the two scarcest
resources in DFT-MSN, directly dictating its performance.
Given their very low nodal density, the mobile sensors are
intermittently connected, thus calling for the needs of making
the utmost use of the temporarily available communication
links. A naive approach is to let sensors stay in the work
mode continuously, so as to catch every possible opportunity
for data transmission. Under such an approach, however, the
sensors may drain off their battery quickly, resulting in poor
performance of the overall network. Clearly, there is a tradeoff
between link utilization and energy efficiency. In this section,
we address this tradeoff from the following three perspectives.

A. Periodic Sleeping

The radio transceiver can be in one of the four possible
states: transmitting, receiving, listening, and sleeping, which
correspond to four power levels. For short range wireless
communication as in sensor networks, power consumed is
about the same for listening to idle channels as for reception
or transmission of useful data. Worse yet, due to the inherent
nature of sparse connectivity of DFT-MSN, the sensor nodes
are mostly in the idle listening state if they do not turn off
their radios. Hence periodic sleeping is clearly necessary for
prolonging the lifetime of individual sensors and accordingly
the entire DFT-MSN. On the other hand, it is obvious that
sleeping will degrade the link utilization, thus lowering the
protocol performance in terms of the delivery ratio and delay.

In order to deal with this tradeoff, a simple and effective
scheme is proposed to determine when and how long a node
should go to sleep. As we have discussed in Sec. III, a node
i turns off its radio for a period of Ti if it does not act as
either a sender or a receiver in the past L transmissions. The
sleeping period Ti is determined by two factors. The first
one is how likely the node can perform transmissions if the
radio is turned on (i.e., it meets another node with a higher
delivery probability). To facilitate our discussion, we introduce
a parameter ρi defined as

ρi =
{
si/S, si �= 0
1/S, si = 0, (4)

where si is the number of working cycles in which node i
has done transmission successfully in the past S consecutive
cycles. If ρi is large, the sleeping period Ti ought to be
shortened to enable more transmissions. On the other hand,
if ρi is small, the node may employ a large Ti so as to reduce
unnecessary power consumption.

The second factor is related to node’s available message
buffer. When the message buffer is likely to be full, a short
sleeping period should be used since the sensor needs to
transmit whenever there is a chance in order to avoid dropping
the important messages. To this end, we define

αi =
KF
i

K
, (5)

where KF
i is the number of messages with FTD smaller than

F , while K is total buffer space in terms of the number of
messages.

Based on ρi and αi, the sleeping period of node i, Ti, can
then be calculated as follows:

Ti = Max(Tmin, Tmin × � 1
ρi

× 1
(1 −H + αi)

�), (6)

where Tmin is the minimum sleeping period and H is a
predetermined threshold. If αi ≥ H , the sleeping period is
shortened; otherwise, a larger sleeping period is employed.
Assume the power consumption of turning on/off the radio is
Pchange, while power consumption for the radio in the idle
state and the sleep state equals Pidle and Psleep, respectively.
To ensure a net power saving, Tmin should be

Tmin ≥ 2Pchange
Pidle − Psleep

. (7)
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In addition, since the minimum value of ρi is 1
S , the maximum

sleeping period, i.e., Tmax, is

Tmax =
S

1 −H
× Tmin. (8)

B. Collision Avoidance During RTS Transmission

A collision occurs when multiple neighboring nodes try to
transmit simultaneously. As a result, the colliding messages
are lost, and both energy and bandwidth consumed for the
communication are then wasted. In the proposed protocol,
collisions mainly happen in the asynchronous phase, where
nodes contend for channel access, due to two reasons. First,
multiple nodes may try to grasp the channel by transmitting
their preambles simultaneously. Second, if a single preamble
is successfully transmitted followed by an RTS, multiple
qualified neighbor nodes may reply with CTS simultaneously,
which again results in collisions. In this subsection, we dis-
cuss the approach for minimizing the collision probability of
transmitting preambles and RTS, while the problem involved
in CTS transmission will be discussed in the next subsection.
As discussed in Sec. III, when a node i wakes up, it

listens to the channel for a period of τi before initiating any
data transmission. A carefully designed collision avoidance
scheme is needed here, in order to reduce the overall collision
probability, while allowing the node with a lower delivery
probability to have a better chance to grasp the channel. This
is important for achieving high channel efficiency, because,
once winning channel contention, the node with lower delivery
probability is more likely to identify receivers, given a node
always transmits data to other nodes with higher delivery
probabilities.
Intuitively, we can assign a short listening period to the

nodes with a lower delivery probability, so that they can grasp
the channel easily. This naive approach, however, may leads to
the serious unfairness problem. Since each node starts listening
almost simultaneously after the previous transmission, the
node with the smallest listening period will always occupy the
channel first. As a result, before the node with the smallest
delivery probability finishes transmitting all of its messages,
no other nodes have a chance to transmit.
Here, a simple and effective scheme is proposed for a node

to select its listening period adaptively. Let τmax denote the
maximum listening period. Each time when a node i starts
listening to the channel, it dynamically selects a listening
period, which is uniformly distributed between 1 and σi. σi
is determined by the following equation,

σi = ξi × τmax. (9)

Next, the probability for a node to grasp the channel is
estimated. For simplicity, we consider an independent cell,
where all nodes inside can communicate with each other, but
none of them can contact any node outside the cell. Since
we are considering a sparse network, the interference from
the nodes outside the cell can be ignored. Assume there are
m nodes inside the cell and every node knows the delivery
probability of others by referring to its neighbor table. The
probability that an arbitrary node i can grasp the channel is

approximated as

Pi =
σi∑
τi=1

1
σi

×
m∏
j=1

θij
σj
, (10)

where

θij =
{
σj − τi, σj > τi,
0, σj ≤ τi.

(11)

Thus, the probability that no one can grasp the channel
(probability of collisions), i.e., γ, is

γ = 1 −
m∑
i=1

Pi. (12)

Obviously, the larger τmax is, the less likely the collision
will happen. However, with a large τmax, the sensor nodes
need to listen for a long time, resulting in low channel
efficiency and high energy consumption. Our goal is to find a
minimum τmax which keeps the collision probability under a
predefined threshold H , i.e.,

min (τmax|γ ≤ H) . (13)

This can be done by individual sensors using typical optimiza-
tion schemes.

C. Collision Avoidance During CTS Transmission

Each RTS packet contains a field of contention window
to indicate the period during which the sender waits for CTS
packets. All qualified neighbors should reply with CTS packets
within this period. If multiple nodes answer simultaneously,
collision happens and all colliding CTS packets are lost.
In order to reduce the collision probability, the contention

window is split into a number of small time slots. Each slot
equals the time to transmit a CTS packet by the receiver, plus
the time for the sender to process the CTS packet. While it
is desirable to have each qualified neighbor reply CTS in a
unique time slot, this, however, is not realistic since the nodes
are not synchronized at this moment. An intuitive approach is
to let a qualified receiver randomly select a time slot. In this
simple approach, the length of the contention window, i.e.,W ,
is a crucial parameter. More qualified neighboring nodes need
a larger contention window.
In the following discussion, we propose two simple schemes

to determine the optimal value of contention window W ,
in order to achieve the desired collision probability and at
the same time minimize the signaling overhead. The former
considers the overall collision probability, while the latter
focuses on the collision probability for those nodes with high
nodal delivery probabilities (thus better qualifying to serve as
receivers).
1) Minimizing Overall Collision Probability: In this

scheme, we intend to minimize the probability of any CTS
packet experiencing collisions. Assume node i has sent RTS
successfully to a set of its neighbors, denoted by φi. Let |φi|
be the number of nodes in φi.
Let every qualified neighbor node randomly select a time

slot between 1 and W for sending its CTS packet. Then, the
probability that every CTS is transmitted in a collision-free
unique time slot is

(
W
|φi|

) × |φi|! × ( 1
W )|φi|, and accordingly

Authorized licensed use limited to: IEEE Xplore. Downloaded on November 6, 2008 at 12:39 from IEEE Xplore.  Restrictions apply.



WANG et al.: CROSS-LAYER PROTOCOL DESIGN AND OPTIMIZATION FOR DELAY/FAULT-TOLERANT MOBILE SENSOR NETWORKS 815

the overall collision probability equals

γo = 1 −
(
W

|φi|
)
× |φi|! × (

1
W

)|φi|. (14)

A minimum W can thus be chosen by a linear search, to
ensure γo lower than an expected value.

2) Minimizing Collision Probability for Nodes with High
Delivery Probabilities: Since the nodes with high delivery
probabilities normally are better candidates for data relaying,
it is reasonable to make their collision probabilities as small as
possible. With this consideration in mind, we design a special
collision-avoiding scheme, as elaborated below.

When a node i transmits RTS, the following information
is embedded in the packet: contention window (W ), the
maximum delivery probability of neighboring nodes (ξmax(i)),
and the current delivery probability of node i (ξi). If a qualified
neighboring node j receives this RTS, it needs to determine
a time slot for transmitting its CTS, which is a random
variable between 0 and tj . Obviously, the larger tj is, the
less likelihood that node j will conflict with other nodes. tj
is calculated according to the following equation:

tj =
(ξj − ξi)

(ξmax(i) − ξi)
×W. (15)

Note that ξmax(i) is an estimation based on historical informa-
tion that node i has, and thus it may or may not be accurate.
If node j currently has an equal or larger delivery probability
than ξmax(i), it sets tj = W , i.e., it can select an arbitrary
time slot within the whole contention window. Otherwise, if
ξj is small, it may have few choices.

Clearly, different neighboring nodes may have different
collision probabilities when they attempt to transmit CTS
packets. For a specific neighbor j with delivery probability
ξj , its collision probability is

γj =
tj∑
s=1

⎛
⎝ 1
tj

×
⎛
⎝1 −

∏
k∈φi, k �=j

δk(s)

⎞
⎠

⎞
⎠ , (16)

where
∏
k∈φi, k �=j δk(s) is the probability that no other node

selects slot s except node j, while δk(s) denotes the proba-
bility that node k doesn’t choose slot s,

δk(s) =
{ tk−1

tk
, tk ≥ s,

1, otherwise.
(17)

Obviously, the neighbors with delivery probabilities greater
than ξj have collision probabilities smaller than γj .

Since the overall collision probability is not meaningful
here, we focus on minimizing the collision probability of those
nodes with high delivery probabilities only. As revealed by the
above discussion, W is crucial to the collision probability. A
simple linear search based on Eqs. (15)-(17) can be employed
by node i to determine the minimum value of W , in order
to keep every γj (where j is a neighbor of node i with high
delivery probability) lower than a threshold, before it sends out
its RTS packet. Accordingly, each neighbor of node i may use
W in the RTS to determine its time slot for transmitting CTS
packet.
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Fig. 2. Impact of number of sink nodes.

V. SIMULATION RESULTS

Extensive simulations have been carried out to evaluate
the performance of the proposed cross-layer data delivery
protocol for DFT-MSN. In the default simulation setup, 3 sink
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nodes and 100 sensor nodes are randomly scattered in an area
of 200 × 200 m2. The whole area is divided into 25 non-
overlapped zones, each with an area of 40× 40 m2. A sensor
node is initially resided in its home zone. It moves with a
speed randomly chosen between 0 and 5 m/s. Whenever a
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Fig. 4. Impact of maximum queue size.

node reaches the boundary of its zone, it moves out with a
probability of 20%, and bounces back with a probability of
80%. After entering a new zone, the sensor repeats the above
process. However, if it reaches the boundary to its home zone,
it returns to its home zone with a probability of 100%. Each
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Fig. 5. Impact of average nodal speed.

sensor has a maximum transmission range of 10 m and a
maximum queue size of 200 messages. The data generation of
each sensor follows a Poisson process with an average arrival
interval of 120 s. Each data message has 1000 bits, while

each control packet has 50 bits. The channel bandwidth is 10
kbps. The power consumption is estimated according to the
transceiver used in Berkeley mote, which consumes 13.5mW,
24.75mW and 15μW, in receiving, transmitting and sleep,
respectively [27]. The power consumption of idle listening
is the same as that of receiving, while the power consumption
of turning on/off the radio is four times of listening power
consumption. Each simulation lasts 25000s. For a given simu-
lation setup, we run the simulation multiple times and average
the collected results.
In order to evaluate the performance of the proposed data

delivery scheme and its optimizations, we have implemented
four protocols with different optimization levels, dubbed
OPT, NOOPT, NOSLEEP, and ZBR, respectively. OPT is
the proposed protocol that employs all optimization schemes
(discussed in Sec. IV for the protocol parameters τmax, W ,
and Ti). NOOPT adopts the basic protocol proposed in Sec. III,
but without optimization. Instead, fixed protocol parameters
are employed. NOSLEEP is similar to OPT, except that the
nodes do not perform periodic sleeping. Finally, ZBR differs
from OPT only in the message transmission scheme, by
replacing the message fault tolerance-based multicast scheme
with the ZebraNet’s history-based scheme [21], which is the
most comparable scheme in the literature. Note that the data
delivery scheme proposed in SWIM [22] is not simulated
here, because it is designed for the network with uniform
nodal mobility, and thus work ineffectively in our simulation
scenarios where different sensor nodes have different delivery
probabilities. Other protocols developed for mobile ad hoc
networks (such as IEEE 802.11 and its enhanced versions)
or conventional sensor networks are not considered either,
because their performance level are expected to be far lower
than the proposed approach in DFT-MSN, although each of
them may have been optimized for their target application
scenarios.
We vary several parameters to observe their impacts on

performance. Fig. 2 presents the protocol performance by
varying the number of sink nodes in DFT-MSN. As shown
in Fig. 2(a), with more sink nodes present, the sensors exhibit
a better opportunity to reach the sink nodes, thus resulting
in a higher delivery ratio. OPT and NOSLEEP outperform
NOOPT slightly since they both employ optimized parameters
to reduce the collision probability. As expected, ZBR has the
lowest delivery ratio, especially when there are only a few
sink nodes, because it employs the direct contact probability to
decide message transmission. For the nodes that never directly
meet the sink nodes, the transmission becomes random, and
thus less efficient.
Fig. 2(b) compares the average nodal energy consumption

rate of different implementations. Obviously, with more sink
nodes existing, the message can be transmitted with fewer
hops, reducing energy consumption. As expected, OPT con-
serves energy effectively compared to the other approaches.
Since NOOPT does not optimize the protocol parameters,
we observe many collisions during RTS/CTS transmissions,
which accordingly waste battery power. Energy consumed
by NOSLEEP is very high (about eight times of the energy
consumption of OPT), due to its idle listening. On the other
hand, because of its inefficient transmission control, ZBR

Authorized licensed use limited to: IEEE Xplore. Downloaded on November 6, 2008 at 12:39 from IEEE Xplore.  Restrictions apply.



818 IEEE JOURNAL ON SELECTED AREAS IN COMMUNICATIONS, VOL. 26, NO. 5, JUNE 2008

has higher overhead than OPT, although the same optimized
parameters are employed.

The average message delay is compared in Fig. 2(c). The
delay decreases sharply with an increase in the number of
sink nodes, since the messages can then be delivered to the
sinks with fewer hops. NOSLEEP has a shorter message delay
than OPT and NOOPT, because the nodes do not sleep at all
so that they can capture every possible transmission chance,
resulting in faster delivery. Surprisingly, ZBR also has a very
low delay shown in the figure. This delay, however, is for
successfully delivered data messages only. We have observed
that in ZBR, most of the messages delivered successfully are
those generated by nodes near the sinks, thus resulting in less
transmission hops and accordingly a shorter message delivery
delay. Clearly, it is not meaningful to compare it with other
approaches in terms of the delay metric.

Fig. 3 depicts the impact of the number of sensor nodes.
With an increase in the network size, the delivery ratio
decreases sharply for all protocols, as can be seen in Fig. 3(a).
When more nodes exist in the field, the nodes near the sinks
will carry much more messages and become the bottlenecks.
Due to the limited bandwidth and buffer size, many messages
are to be dropped, resulting in lower delivery ratio. Meanwhile,
all nodes experience more contention and collisions, further
degrading performance. Due to the lack of proper transmission
control, ZBR exibits significantly increased overhead in the
network with more sensor nodes; that is in sharp contrast
to other protocols, as shown in Fig. 3(b). Meanwhile, the
message delivery delay decreases with an increase in the
network size for all protocols, since each node then has a better
chance to reach other nodes with higher delivery probabilities,
resulting in faster delivery (see Fig. 3(c)).

We also vary the maximum queue size of each sensor, with
results presented in Fig. 4. As the maximum queue size grows,
the delivery ratio improves under all approaches, as expected
(see Fig. 4(a)). However, the queue size has a limited impact
on mean nodal power consumption, as shown in Fig. 4(b). This
is reasonable because the queue size does not significantly
affect the number of data transmissions. On the other hand,
the message delivery delay increases slightly with a larger
queue size, because more data messages can then reside in
the queue for a longer time before being delivered.

Fig. 5 depicts the impact of the nodal moving speed. As
the speed increases, the delivery ratios of all approaches rise,
while the delivery delays of all approaches decrease. This is
because the node with a higher speed has a better opportunity
to meet other nodes and to reach the sink nodes. Thus, the
messages enjoy a better chance to be delivered before they
are dropped. It is also noticed that the transmission overhead
of OPT decreases with the increase of the nodal speed (as
shown in Fig. 5(b)), making it adaptable for networks with
various nodal speeds.

In short, our simulation results demonstrate the effective-
ness of the proposed cross-layer data delivery protocol with
the optimization schemes, which achieves the highest data
delivery ratio and the lowest energy consumption, with only
marginally increased delay overhead, when compared with
other approaches.

VI. CONCLUSION

This paper studies efficient data delivery in Delay/Fault-
Tolerant Mobile Sensor Networks (DFT-MSN’s). DFT-MSN is
fundamentally an opportunistic network, where the commu-
nication links exist only with certain probabilities, and thus
are the most crucial resource. Without end-to-end connections,
routing in DFT-MSN becomes localized and ties closely to the
medium access control, naturally calling for merging layer-3
and layer-2 protocols in order to reduce overhead and improve
network efficiency. To this end, we have proposed a cross-
layer data delivery protocol, which consists of two phases,
i.e., the asynchronous phase and the synchronous phase. In
the first phase, the sender contacts its neighbors to identify a
set of appropriate receivers. Since no central control exists,
the communication in the first phase is contention-based.
In the second phase, the sender gains channel control and
multicasts its data messages to the receivers. Furthermore, we
have identified several optimization issues in these two phases,
with solutions provided to reduce the collision probability,
and to balance between link utilization and energy efficiency.
Extensive simulations have been carried out for performance
evaluation. Our results have demonstrated that the proposed
cross-layer data delivery protocol for DFT-MSN achieves a
high message delivery ratio with low energy consumption and
an acceptable delay.
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