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Agenda

• Association Mining

• Definitions and Example

• Apriori Algorithm

• Closed and Maximal Frequent Patterns

• Related Methods

• Correlation Analysis and Interestingness 
Measures
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Association Mining

• Popular Data Mining Method.

• Attempts to find correlations between 
items and form ‘interesting’ rules.

• Market Basket Analysis

• Two step process
–Find frequent itemsets

–Form rules / patterns from frequent 
itemsets
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Definitions

• The set of items I = { i1, i2… im } 
represents the set of all items in a 
transaction database.

• An itemset X is a subset of I.

• An itemset X is called k-itemset if its 
cardinality is k.
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Definitions

• Support = probability that a transaction 
contains itemset X

• An itemset X is called a frequent itemset if 
support(X) > threshold (minsup).
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Definitions

• Confidence is conditional probability that a 
transaction having  X also contains Y

• An association rule is a pattern that states 
when X occurs, Y occurs satisfying a given 
confidence threshold (minconf).
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Example: Frequent Itemset

• Transaction data

• Assume:

–minsup = 30%

• Examples of frequent itemsets:

– {Beef} [sup = 
4/7]

– {Chicken, Clothes, Milk}    [sup = 3/7]

t1: Beef, Chicken, Milk

t2: Beef, Cheese

t3: Cheese, Boots

t4: Beef, Chicken, Cheese

t5: Beef, Chicken, Clothes, Cheese, Milk

t6: Chicken, Clothes, Milk

t7: Chicken, Milk, Clothes
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Example: Rules

• Transaction data

• Assume:
– minsup = 30%
– minconf = 80%

• Association rules from the itemset:
– Clothes → Milk, Chicken, [sup = 3/7, conf = 3/3]
– … …
– Clothes, Chicken → Milk, [sup = 3/7, conf = 3/3]

t1: Beef, Chicken, Milk

t2: Beef, Cheese

t3: Cheese, Boots

t4: Beef, Chicken, Cheese

t5: Beef, Chicken, Clothes, Cheese, Milk

t6: Chicken, Clothes, Milk

t7: Chicken, Milk, Clothes
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Apriori

• First association mining algorithm

– Iterative in nature

– Level-wise search

– Based on Apriori Property

• All nonempty subsets of a frequent itemset must also 
be frequent. AKA, anti-monotonicity property

• Note, in practice
– If support(milk) < minsup,

Then support(milk  Other) < minsup
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Apriori – Find Frequent Itemsets

• Basic Approach

– Set K = 1

– Create CandidateItems → All K-itemsets.

– Do
• Find Support for all K-level itemset

• Store all K-level items that are frequent in Bag

• Create new CandidateItems

– Generate K+1 itemset from frequent K-itemsets

– Use Apriori Principle to Prune invalid K+1 itemsets

• K = K +1

– Until CandidateItems is empty
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Closed and Maximal Frequent 

Patterns
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Apriori – Find Rules

• For each frequent itemset Z

– Generate all nonempty subsets of Z

– For each nonempty subset L of Z

• Rule is L → (Z – L)

• Calculate confidence.

• If confidence > minconf, accept rule.
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Apriori

• Time-consuming

– Can generate large number of candidates

– Repeatedly scans the database

• A number of algorithms exist that speed up 
process

– Normally focus on the Frequent Itemset 
generation step.
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Related  Frequent Patterns Mining 

Methods
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Correlation Analysis and Pattern 

Interestingness Measures
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Rules

• Support-confidence framework

– Generates a large number of rules (normally)

– Not all rules interesting

• Birds → Fly

• What is interesting?
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Interesting - Lift

• Have rule A → B

• Lift(A, B) 

• Result

– Lift(A,B) > 1 :  Positive Correlation (keep)

– Lift(A,B) = 1 :  Independant

– Lift(A,B) < 1 :  Negative Correlation
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