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ABSTRACT
Semi-supervised learning, which learns with only a small amount of
labeled data while collecting a large amount of unlabeled data to aid
its training, has achieved promising performance lately, but it also
raises a serious privacy concern: Whether a user’s data has been
collected for use without authorization. In this paper, we propose a
novel membership inference method against semi-supervised learn-
ing, serving to protect user data privacy. Due to involving both
the labeled and unlabeled data, the membership patterns of semi-
supervised learning’s training data cannot be well captured by the
existing membership inference solutions. To this end, we propose
two new metrics, i.e., inter-consistency and intra-entropy, tailored
specifically to the semi-supervised learning paradigm, able to re-
spectively measure the similarity and calculate the cross-entropy
among prediction vectors from the perturbed versions. By exploit-
ing the two metrics for membership inference, our method can dig
out membership patterns imprinted on prediction outputs of semi-
supervised learning models, thus facilitating effective membership
inference. Extensive experiments have been conducted across four
datasets on six semi-supervised learning algorithms, with five rec-
tified baseline inference techniques also evaluated for comparison.
Experimental results exhibit that our inference method achieves
over 80% accuracy under each experimental setting, substantially
outperforming all baseline algorithms. Moreover, our results also
reveal that a semi-supervised learning model 1) trained by more ef-
fective learning algorithms; 2) possessing better performance; or 3)
trained with less labeled data, is more vulnerable to our membership
inference.

CCS CONCEPTS
•Computingmethodologies→ Semi-supervised learning set-
tings; • Security and privacy→Domain-specific security and
privacy architectures.
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1 INTRODUCTION
While machine learning has exhibited a great potential in han-
dling different categories of tasks, its reliance on large amounts
of labeled data typically hinders widespread deployment in the
large-scale application scenarios. Reliable large-sized ground-truth
datasets are necessary for supervised learning to achieve decent
performance, but data labeling tasks are well known as expensive,
labor-intensive, and time-consuming. So far, there is no effective
method for labeling large-sized data reliably. On the other hand,
semi-supervised learning, which was considered little useful years
ago, has made new breakthroughs lately, greatly lessening its label
reliance by learning with only a small amount of labeled data while
acquiring knowledge from a large amount of unlabeled data to aid
its training. Since the unlabeled data can be easily collected, the
semi-supervised learning paradigm has the potential to compete
with its supervised learning counterpart.

Many studies have been conducted to gradually improve the
learning performance of semi-supervised paradigms [6, 7, 22, 23,
34, 41, 45, 48], resulting in promising results. But their collection and
use of large amounts of unlabeled datawill also raise certain security
and privacy concerns [2, 3]. In [8], the authors have unleashed
the security issue by proposing the first poisoning attack on the
unlabeled data for disturbing the classification performance of semi-
supervised learning. In contrast, this work focuses on the data
privacy issue to answer the question: if a user can examine whether
his/her private data has been unauthorizedly collected for use. This
refers to the membership inference issue in general.

Extensive membership inference techniques [11, 13, 17, 18, 24–
26, 29, 35–37, 42–44] have been proposed for targeting different
learning paradigms (e.g., online learning, contrastive learning, etc.)
or considering the special scenario (e.g., label-only predictions). One
may suspect if those membership inference techniques proposed
previously for inferring the training dataset can be adopted for use.
Due to the special design of using both labeled and unlabeled data,
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the semi-supervised learning paradigm cannot have its member-
ship patterns inferred properly by applying previous techniques.
Investigations into membership inference attacks in the realm of
semi-supervised learning are limited so far. In [16], a membership
inference solution toward semi-supervised learning has been pro-
posed, by evaluating the similarity between augmented query data
instances. Although this solution focuses on data augmentation
techniques typically employed in semi-supervised learning algo-
rithms, the exploration of more apparent membership patterns
stemming from leading approaches, including consistency regu-
larization and low-entropy pseudo-labeling, remains open. To this
end, enabling a user to examine if his/her data have been collected
illicitly for semi-supervised training use is still challenging and
remains an open problem.

In this paper, we propose the novel work on membership infer-
ence against the semi-supervised learning models, to be used for
data privacy examination.We consider the inference scenario where
a user, called an inferrer hereafter, aims to examine whether his/her
data, referred to as the probing data, have been adopted illicitly to
train a target semi-supervised model, no matter used as the labeled
data or unlabeled data. For practicality, we consider the black-box
scenario in that an inferrer has no background knowledge about
the target model, including learning algorithms, model structure,
parameters, data distribution, etc., but the inferrer can query the
target model for obtaining prediction vectors of the probing data.
By exploring the prominent semi-supervised learning, we discover
two recent improvements, which motivate our design of inference
strategy. That is, to effectively learn correct knowledge from the
unlabeled data, two special designs, i.e., consistency regularization
and low-entropy pseudo-labeling, are proposed in leading semi-
supervised learning algorithms. The former enforces algorithms to
output similar prediction vectors for the perturbed versions, which
are usually generated by the augmentation approach so as to have
a stable prediction for similar data samples. The latter requires
algorithms to output high confident predictions on the unlabeled
data, measured by the low-entropy prediction vectors, aiming at
avoiding ambiguous predictions on unlabeled data to mislead the
training. Such two designs imprint the apparent patterns on the
prediction vectors of the training data, which can be extracted for
membership inference. Inspired by the two special designs, we
propose two metrics called inter-consistency which measures the
similarity among prediction vectors from the perturbed versions of
probing data, and intra-entropy which calculates the cross-entropy
between the prediction vectors and its one-hot vector. Such two
new metrics can help to unveil membership patterns, facilitating
our inference.

Overall, our inference involves three steps. First, the inferrer
divides his/her local dataset into two disjoint parts, called the local
member dataset and the local non-member dataset. The former
is used to train a shadow model to fit the output pattern of the
target model. Notably, the inferrer is not enforced to know the
dataset distribution of the target model. Instead, the inferrer just
applies his/her local datasets to train the shadowmodel. If the target
model has collected his/her data for training use, the local dataset
will naturally have the same distribution as the training set of the
target model. Second, the inferrer generates multiple perturbed
versions of each data sample in the local dataset and inputs them

into the shadow model to obtain prediction vectors. The two met-
rics, i.e., inter-consistency and intra-entropy, are calculated based
on these prediction vectors to create the membership metrics for
each data in the local dataset. In the end, the inferrer assembles
the membership patterns according to these membership metrics
while labeling them with 1 or 0 based on whether they are derived
from the training data of the shadow model or not, and uses the
dataset of membership patterns to train a membership classifier.
When conducting the membership inference, the inferrer queries
the target model with the perturbed versions of probing data, ex-
tracts its membership metrics, and uses the membership classifier
to predict whether the probing data belongs to the training set of
the target model or not.

Extensive experiments have been conducted on four datasets
across six semi-supervised learning algorithms to evaluate the per-
formance of our method. Experimental results exhibit that our
method can achieve inference accuracy over 80% under each setting,
demonstrating its superiority to be adopted for user data privacy
examination against semi-supervised learning models. In addition,
our results also reveal that 1) the leading learning algorithms; 2) the
models with higher testing performance; and 3) the models trained
with less labeled data, are more vulnerable to inference.

The remainder of this paper is organized as follows. In Section 2,
we present the preliminary knowledge of the semi-supervised learn-
ing and discuss related work on membership inference attack. In
Section 3, we illustrate our problem, state our threat model, and
define our goal. Section 4 elaborates on the detailed solution for
our membership inference against semi-supervised learning. In
Section 5, we outline extensive experiments for evaluating the per-
formance of our inference method and present experimental results.
Section 6 lists our future work. Section 7 concludes this paper.

2 PRELIMINARIES & RELATEDWORK
In this section, we first present the background knowledge of semi-
supervised learning and then discuss prior studies on the member-
ship inference toward machine learning models.

2.1 Semi-Supervised Learning
Considering that the data labeling task is expensive and labor-
intensive while unlabeled data can be collected much easier, semi-
supervised learning is proposed to lift learning performance by
relying on unlabeled data. In general, it aims at improving the
performance of a model trained from the labeled data and learns
the knowledge acquired from the unlabeled data. Denote X =

{(𝑥1, 𝑙1), (𝑥2, 𝑙2), · · · , (𝑥𝑚, 𝑙𝑚)} as the labeled dataset, where 𝑥𝑖 and
𝑙𝑖 indicate a data sample and its label, respectively. Denote U =

{𝑢1, 𝑢2 · · · , 𝑢𝑛} as the unlabeled dataset, where 𝑢𝑖 is an unlabeled
data sample. Semi-supervised learning tries to train amodel 𝑓𝑠𝑒𝑚𝑖 ←
A(X,U), where A is the semi-supervised learning algorithm. Al-
though the idea of semi-supervised learning has been proposed for a
long time [27, 38, 52], its learning performance is usually mediocre.
A series of recent studies [6, 7, 9, 22, 23, 28, 34, 45, 47–50] gradu-
ally made improvements to the semi-supervised learning methods,
promoting them to become a promising learning paradigm. Two
lines of technologies contribute to their performance improvement,
summarized as follows.
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Figure 1: The semi-supervised learning model with the con-
sistency regulation.

Consistency Regularization. Intuitively, a good learning model
should be stable in producing the prediction results of a batch
of similar data samples. To this end, consistency regularization
is proposed to minimize the difference among predictions of the
perturbed versions from each unlabeled data sample. As shown
in Figure 1, the semi-supervised model is trained with both the
standard supervised loss on the labeled data and the consistency
regularization loss on the unlabeled data. The latter, denoted by
𝑙𝑜𝑠𝑠𝑈𝐿 (U), can be defined as:

𝑙𝑜𝑠𝑠𝑈𝐿 (U) =
𝑛∑
𝑖=1

𝐷

(
𝑓𝑠𝑒𝑚𝑖 (𝛼 (𝑢𝑖 )) − 𝑓𝑠𝑒𝑚𝑖 (𝛼 (𝑢𝑖 ))

)
, (1)

where 𝑓𝑠𝑒𝑚𝑖 () is the semi-supervised model and 𝛼 () represents a
stochastic function to produce the perturbed version of unlabeled
data 𝑢𝑖 , so that the two terms in Eqn. (1) are different. 𝐷 represents
a function to calculate the distance between two prediction results
and usually adopts the cross-entropy loss. Different solutions have
been proposed to create the perturbed versions of a data sample,
such as adopting adversarial transformation [28], leveraging data
augmentations [6, 7, 41, 48], or using model predictions in the early
training epochs [22, 45]. With this consistency regularization loss,
the model trained on the labeled data will be improved with the
additional knowledge acquired from the unlabeled data, making it
achieve much better performance.
Low Entropy Pseudo-labeling. The second technology comes
from the pseudo-labeling, where the model itself produces the ar-
tificial labels of the unlabeled data for improving the model. The
pseudo-label is encouraged to have a low entropy, to be more reli-
able and more effective in helping semi-supervised model training.
Similarly, the model is trained with the standard supervised loss
on labeled data and the loss on unlabeled data as follows:

𝑛∑
𝑖=1

1(𝑚𝑎𝑥 (𝑓𝑠𝑒𝑚𝑖 (𝑢𝑖 )) > \ )𝐷
(
O(𝑓𝑠𝑒𝑚𝑖 (𝑢𝑖 )), 𝑓𝑠𝑒𝑚𝑖 (𝑢𝑖 )

)
, (2)

where \ is the threshold to ensure that the model only adopts a
pseudo-label whose largest class probability (i.e.,𝑚𝑎𝑥 (𝑓𝑠𝑒𝑚𝑖 (𝑢𝑖 ))
surpasses this threshold and O() represents a function to gener-
ate the pseudo-label. For example, in [23], O() is a function to
transfer the prediction vector into the “one-hot” form. As shown
in Fig. 2, two prediction vectors, which are {0, 0.5, 0.2, 0.1, 0.2}
and {0, 0.7, 0.1, 0.2, 0}, can have the same one-hot pseudo-label

{0, 1, 0, 0, 0}; however, despite the same pseudo-label {0, 1, 0, 0, 0},
the latter prediction is more confident. By calculating the loss be-
tween the prediction vectors and one-hot vectors, models are regu-
lated to produce lower entropy pseudo-labels. Besides, [6, 7] also
adopt the sharpening function in O(). That is, given a prediction
vector q = {𝑞1, 𝑞2, · · · , 𝑞𝑛}, a sharpening calculation is applied as
follows:

𝑆ℎ𝑎𝑟𝑝𝑒𝑛(q,𝑇 )𝑖 := 𝑞
1
𝑇

𝑖

/ 𝑛∑
𝑗=1

𝑞
1
𝑇

𝑗
, (3)

where𝑇 is a hyperparameter referred to as temperature. When𝑇 →
0, the output vectors will approach a Dirac (“one-hot”) distribution
and be applied as the pseudo-label for calculating the loss with their
original prediction vectors.
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Figure 2: Low entropy pseudo-labeling for lower entropy
model predictions of unlabeled data.

Holistic Approach. Recently, the leading semi-supervised learn-
ingmethods, e.g., MixMatch [7], Re-MixMatch [6], and FixMatch [41],
proposed the holistic strategy by combining the idea of both con-
sistency regularization and pseudo-labeling on both labeled and
unlabeled data. For example, in MixMatch, for each labeled data
{𝑥, 𝑙}, authors generate an augmented version of it, denoted as
{𝑥, 𝑙}, and calculate the supervised loss as follows:

𝐿𝑜𝑠𝑠𝐿 (X) =
1
|X|

∑
𝑥𝑖 ∈X

𝐷 (𝑙𝑖 , 𝑓𝑠𝑒𝑚𝑖 (𝑥𝑖 )) . (4)

This loss lets the model output the correct predictions on the aug-
mented version of the labeled data, meeting the idea of consistency
regulation. For each unlabeled data, say 𝑢𝑖 , authors average the
model’s prediction results across its 𝐾 augmentations, as follows:

𝑞𝑖 =
1
𝐾

𝐾∑
𝑖=1

𝑓𝑠𝑒𝑚𝑖 (𝛼 (𝑢𝑖 )) . (5)

This averaged prediction vector for an unlabeled data naturally
becomes similar to the predictions of all its perturbed versions.
Such a design also meets the idea of consistency regularization
that makes similar data, i.e., unlabeled data and its augmented
versions, have similar predictions. Besides, a sharpening function is
adopted to the prediction vectors 𝑞𝑖 for producing the pseudo-label
𝑞𝑖 , encouraging the model to produce lower entropy predictions



on unlabeled data. At last, 𝑞𝑖 is assigned as the pseudo-label of
unlabeled data 𝑢𝑖 for calculating the loss:

𝐿U =
1
|U|

∑
𝑢𝑖 ∈U

𝐷 | |𝑞𝑖 − 𝑓𝑠𝑒𝑚𝑖 (𝑢𝑖 ) | |22 . (6)

MixMatch, Re-MixMatch, and FixMatch all adopt such a similar
idea with different details. By combining the idea of consistency
regularization and low-entropy pseudo-labeling, the holistic semi-
supervised learning approach achieves significant performance
improvement and has yielded leading semi-supervised learning
algorithms.

2.2 Related Work
Many studies have been undertaken for membership inference, but
they are mainly toward the supervised learning paradigms. The
first membership inference attack toward the supervised machine
learning model aimed to determine if some data samples belong
to the training dataset or not [40]. It leverages the fact that the
prediction vectors of a target model may preserve certain patterns,
which can be learned by multiple shadow models to mimic such
patterns. A membership classifier is trained to differentiate the
prediction vectors from the member and from non-member data.
Based on this idea, plentiful solutions [11, 13, 17, 18, 24, 25, 29,
35–37, 42–44, 50] have been proposed to improve [40]’s work or
extend it to target some specific supervised learning algorithms
or scenarios. For example, [37] considered a solution that relied
only on one shadow model to conduct the membership inference.
An online learning algorithm was treated in [36], where the attack
was conducted by measuring the derivation of output vectors when
the model is updated with online data. In addition, [11, 17, 29, 42]
have proposed inference solutions toward the transfer learning,
federated learning, and natural language domains under supervised
learning algorithms. Besides, [35] has demonstrated that black-box
attacks can achieve similar inference performance as that of white-
box attacks, whereas [44] has exploited the adversarially robust
models, for lifting the risk of membership inference attacks. [13, 25]
have explored the membership inference attack to the label-only
models, in which the target supervised models only output the
classification results instead of prediction vectors. On the other
hand, some countermeasure solutions have also been proposed for
defending the inference attack on supervised models. They can be
categorized into two directions: 1) preventing overfitting on the
prediction results [20, 24, 30, 37, 43] and 2) adopting differential
privacy [4, 5, 19, 39, 46, 51].

In the unsupervised scope, [26] has proposed the EncoderMI to
exploit the membership inference of an image encoder towards its
training data under the contrastive learning paradigm [12, 15, 33].
It leverages the characteristic of image augmentation, where an
encoder is likely to output similar feature vectors corresponding to
two augmented versions from the same input, for conducting infer-
ence attack. The membership inference attack on semi-supervised
learning has rarely been explored yet. In [16], the authors pro-
posed the first and the only method on the semi-supervised learn-
ing, where the inference is conducted by measuring the similarity
between the augmented versions of the query data. While this

approach effectively leverages data augmentation techniques com-
monly applied in semi-supervised learning algorithms, the more
apparent membership patterns resulted from state-of-the-art strate-
gies, such as consistency regularization and low-entropy pseudo-
labeling, have yet to be investigated. Besides, existing membership
inference solutions cannot perform well here, since the separate
regulations on labeled and unlabeled data raise new challenges in
conducting the membership inference attack. Our experiments in
Section 5 will validate that the performance of existing member-
ship inference solutions are mediocre when applying directly to
the semi-supervised learning regime.

3 PROBLEM STATEMENT
This work undertakes the novel effort toward the membership infer-
ence of semi-supervised learning models, enabling users or compa-
nies to be capable of verifying if their data are collected illicitly for
use by the semi-supervised models. This section first illustrates the
threat model and then formally defines our membership inference
scope, followed by the encountered challenges.

3.1 Threat Model
Target Model. We target classification models trained by semi-
supervised learning algorithms with both labeled and unlabeled
data. For each input data, such a model outputs a prediction vector,
with each entry representing the probability that the input data
belongs to each corresponding class.
Background Knowledge. We consider the black-box scenario
where the attacker has no background knowledge of the target
models and the datasets (both labeled and unlabeled). That is, the
specific semi-supervised learning algorithms, model architectures,
hyperparameters, both labeled and unlabeled data, and other in-
formation, are all unknown. The only knowledge that our inferrer
knows is that the model of interest is trained by semi-supervised
learning.
Inferrer Ability. The inferrer possesses some local datasets and
can use them to query the target model to obtain the correspond-
ing prediction vectors. He/She is also able to construct a shadow
model and train a classifier for conducting the membership infer-
ence. Notably, we don’t enforce the inferrer to know the dataset
distribution of the target model. Instead, the inferrer just applied
his local datasets to perform the inference. If his data has been
used by the target model, this local dataset naturally has the same
distribution as the dataset of target model, while the inference can
be successful. In addition, the inferrer only focuses on if his/her
data has been used, but never steals additional information from,
or impose any negative effects on, the target model.
Our Membership Inference Goal. The inferrer aims at exam-
ining whether his/her data samples have been used by the sus-
pect model, no matter used as the labeled or unlabeled data. De-
note 𝑓𝑠𝑒𝑚𝑖 () as the target model, which is trained with both the
labeled dataset X = {(𝑥1, 𝑙1), (𝑥2, 𝑙2), · · · , (𝑥𝑚, 𝑙𝑚)} and the unla-
beled dataset U = {𝑢1, 𝑢2 · · · , 𝑢𝑛}. The inferrer will use his/her
local datasetD𝑙𝑜𝑐𝑎𝑙 to train a shadowmodel and query this shadow
model for obtaining the prediction vectors of data in the local
dataset. The inferrer builds a classifier 𝑓𝑚𝑒𝑚 (), with the input of



the prediction vector of probing data queried from the target model,
it will output “1”, if the probing data is in the target model’s training
dataset; and “0”, otherwise. Formally, corresponding to each probing
data 𝑑𝑝 , our membership inference can be defined as follows,

𝑓𝑚𝑒𝑚

(
G
(
𝑓𝑠𝑒𝑚𝑖 (𝑑𝑝 )

) )
=

{
1 if 𝑑𝑝 ∈ X ∪U ;
0 otherwise ,

(7)

where G() represents the function for extracting patterns from the
prediction vectors of the probing data and 𝑑𝑝 ∈ X ∪U represents
that the probing data sample is in the training dataset, regardless
of being labeled or unlabeled data.

3.2 Challenges
Two challenges are encountered in our design of effective member-
ship inference solutions, elaborated as follows.

First, the membership inference requires an examiner to obtain
the correlation between the training data and their corresponding
prediction vectors for learning membership patterns for inference.
However, due to black-box access to the target model, it is imprac-
tical for an examiner to get such correlations. Since [40], designing
a shadow model that aims to imitate the target model has been
a popular way to learn such correlations for mining membership
patterns. But simply applying this method to the complex learning
paradigms typically suffers an apparent performance degradation,
as demonstrated in [26, 36], due to that the specific algorithm’s
characteristic or property is difficult to be completely captured by
a shadow model. Hence, how to fully extract membership patterns
in semi-supervised learning regime is yet explored, remaining a
challenging problem.

Second, the semi-supervised learning involves both the labeled
and unlabeled data in the training dataset, which are treated differ-
ently during the training process in the semi-supervised learning
algorithms. This will naturally lead to the difference in the pre-
diction vectors of labeled and unlabeled training data. As a result,
the binary classification task of distinguishing training and non-
member data will become a more complex classification task of
identifying both labeled and unlabeled as the training data against
the non-member data. It is required to extract the commonality of
labeled and unlabeled data for differentiating them from the non-
member data, lifting the membership inference difficulty compared
to other learning regimes.

4 MEMBERSHIP INFERENCE TO
SEMI-SUPERVISED LEARNING MODELS

In this section, we illustrate our membership inference approach
targeting the semi-supervised learning models by overcoming the
aforementioned challenges. Our motivation and overview are pre-
sented first, followed by detailed descriptions.

4.1 Motivation
The plausibility of membership inference comes from the fact that
the prediction results behave differently on the training data and
on the non-member data. While previous studies on supervised
learning demand capturing the special membership patterns hid-
den in prediction vectors of the target model, we observe that the
semi-supervised learning algorithms themselves impose apparent

patterns on prediction vectors during the training phase. Recall
that semi-supervised learning has to train a high-quality model
with the limited labeled data and acquire additional knowledge
from unlabeled data, so special regulations are required to prevent
the model from amplifying its error knowledge learned from the
unlabeled data. The consistency regularization and low-entropy
pseudo-labeling are two most advanced solutions, respectively for
minimizing the differences among prediction results of perturbed
versions from the same data sample and for encouraging confident
predictions by lowing the entropy of prediction vectors. When lift-
ing model performance by such delicate solutions, semi-supervised
learning inevitably imprints certain patterns on the prediction vec-
tors of its training data, i.e., the high similarity of different per-
turbed versions from one data sample and low entropy. By taking
into account such patterns, we are able to propose our powerful
membership inference method.

4.2 Overview
The central theme of our method is to build a membership inference
classifier, which is capable of distinguishing the member and non-
member data. Our general idea can be summarized as follows. The
inferrer first divides his/her local data into two disjointed datasets,
with one used for training a shadow model, called the member data,
and another one referred to as the non-member data. Then, the
inferrer generates the perturbed versions of each data sample from
two datasets, and queries the trained shadow model to get their
prediction vectors. Two metrics are then designed to extract the
membership patterns from the prediction vectors corresponding
to each data sample, which are then used to train a membership
inference classifier for distinguishing the member and non-member
data. With this classifier, the inferrer can query the target model to
get the prediction vector and then input it to the inference classifier
to determine if this data belongs to the training set of target model
or not.

4.3 Shadow Model Construction
Since the inferrer has no background knowledge about the tar-
get model and its training dataset, he/she will train a shadow
model with his/her local dataset, enforcing it to be capable of dis-
tinguishing the membership and non-membership patterns. We
divide the local dataset into two disjointed parts, denoted as the
D𝑙𝑜𝑐𝑎𝑙
𝑀

andD𝑙𝑜𝑐𝑎𝑙
𝑁𝑀

, respectively representing the local member and
non-member datasets. Formally, we have

D𝑙𝑜𝑐𝑎𝑙𝑀 ∪ D𝑙𝑜𝑐𝑎𝑙𝑁𝑀 = D𝑙𝑜𝑐𝑎𝑙 ,

D𝑙𝑜𝑐𝑎𝑙𝑀 ∩ D𝑙𝑜𝑐𝑎𝑙𝑁𝑀 = ∅.

The local member dataset D𝑙𝑜𝑐𝑎𝑙
𝑀

is used to train the shadow
model. Notably, since the target semi-supervised algorithm is un-
known, here we can arbitrarily select one semi-supervised model
to serve as our shadow model. Our experiments in Section 5.3 con-
firm that the different choice of shadow model has insignificant
impacts on our inference results. We denote the trained shadow
model as 𝑓𝑠ℎ𝑎𝑑𝑜𝑤 () and use the data from D𝑙𝑜𝑐𝑎𝑙

𝑀
and D𝑙𝑜𝑐𝑎𝑙

𝑁𝑀
to

separately query this model to get the corresponding prediction
vectors for further extracting the membership patterns and training
our inference classifier.
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Figure 3: The overview of membership pattern extraction for Inter-consistency and Intra-entropy.

4.4 Membership Pattern Extraction
Instead of directly training the inference classifier with the predic-
tion vectors from the shadow model, we devise two new metrics tai-
lored to semi-supervised learning, able to facilitate membership in-
ference. Inspired by the fact the advanced semi-supervised learning
algorithms ensure the consistency regularization and low-entropy
pseudo-labeling by minimizing the difference among prediction
results of perturbed versions from one data and by lowering the
entropy of each prediction vector, respectively, two metrics Inter-
consistency and Intra-entropy are devised to capture the above two
properties as shown in Fig. 3. For each data 𝑑 from local member
dataset D𝑙𝑜𝑐𝑎𝑙

𝑀
or non-member dataset D𝑙𝑜𝑐𝑎𝑙

𝑁𝑀
, we generate its 𝐾

perturbed versions, denoted as {𝑑1, 𝑑2, · · · , 𝑑𝐾 }. The data augmen-
tation functions, which have been widely adopted in the leading
semi-supervised learning algorithms and have demonstrated to
have the best training performance [48], are applied to generate the
perturbed versions. The 𝐾 perturbed data versions {𝑑1, 𝑑2, · · · , 𝑑𝐾 }
will query the shadow model to obtain their respective prediction
vectors, denoted as {p1, p2, · · · , pK}. Then, the two metrics are
defined as follows.

Inter-consistency. The first is the Inter-consistency, denoted as
𝑀𝐼𝑛𝑡𝑒𝑟
𝑑

, which is to measure the similarity degree of those predic-
tion vectors corresponding to each data 𝑑 , yielding

𝑀𝐼𝑛𝑡𝑒𝑟
𝑑

=
{
𝑆 (p̄, pi) |𝑖 ∈ [1, 𝐾]

}
,where p̄ =

1
𝐾

𝐾∑
𝑖=1

pi , (8)

where 𝑆 () represents cross-entropy calculation to measure the sim-
ilarity of two terms p̄ and pi. This formula captures the similarity
between each prediction vector and the averaged prediction vec-
tor. Since consistency regularization enables the model to have a
stable prediction on similar data samples, the inter-consistency,
which measures the similarity degree among prediction vectors of
perturbed versions, should have a high value.

Intra-entropy. We next calculate the intra-entropy of each input
data to capture the low-entropy pseudo-labeling characteristics.
The intra-entropy, denoted by𝑀𝐼𝑛𝑡𝑟𝑎 , is expressed as follows:

𝑀𝐼𝑛𝑡𝑟𝑎
𝑑

=
{
𝑆 (p̂i, pi) |𝑖 ∈ [1, 𝐾]

}
, (9)

where p̂i is the “one-hot” vector of prediction result pi. For example,
if pi = {0.1, 0.6, 0.3}, then p̂i = {0, 1, 0}. 𝑀𝐼𝑛𝑡𝑟𝑎 measures the en-
tropy of the prediction vectors, with the lower entropy signifying
the higher prediction confidence. Since a semi-supervised learn-
ing algorithm encourages low entropy prediction,𝑀𝐼𝑛𝑡𝑟𝑎 can help
describe the membership pattern from this perspective.

4.5 Membership Inference Classifier
With the local member dataset D𝑙𝑜𝑐𝑎𝑙

𝑀
, the non-member dataset

D𝑙𝑜𝑐𝑎𝑙
𝑁𝑀

, and their inter-consistency and intra-entropy metrics avail-
able, we next train the inference classifier. We first assemble the
membership pattern dataset with two metrics, formally defined as
follows:

{(𝑀𝐼𝑛𝑡𝑒𝑟
𝑑

, 𝑀𝐼𝑛𝑡𝑟𝑎
𝑑

), 1|𝑑 ∈ D𝑙𝑜𝑐𝑎𝑙𝑀 }∪

{(𝑀𝐼𝑛𝑡𝑒𝑟
𝑑

, 𝑀𝐼𝑛𝑡𝑟𝑎
𝑑

), 0|𝑑 ∈ D𝑙𝑜𝑐𝑎𝑙𝑁𝑀 } ,

That is, if the input data 𝑑 belongs to the local member dataset, we
assign the label “1” to its metric vector (𝑀𝐼𝑛𝑡𝑒𝑟 , 𝑀𝐼𝑛𝑡𝑟𝑎); otherwise,
we assign the label “0”. This dataset includes both the two metrics
representing the membership patterns and the label for indicating
a member or non-member data. We use this membership pattern
dataset and adopt a fully connected neural network by following
the standard supervised learning procedure to train the inference
classifier 𝑓𝑚𝑒𝑚 (), for classifying the member and non-member la-
bels. Ideally, we expect the inference classifier 𝑓𝑚𝑒𝑚 () to have the
prediction results as follows

𝑓𝑚𝑒𝑚

(
𝑀𝐼𝑛𝑡𝑒𝑟
𝑑

, 𝑀𝐼𝑛𝑡𝑟𝑎
𝑑

)
=

{
1 if 𝑑 ∈ D𝑙𝑜𝑐𝑎𝑙

𝑀
,

0 if 𝑑 ∈ D𝑙𝑜𝑐𝑎𝑙
𝑁𝑀

.
(10)

Since a classifier 𝑓𝑚𝑒𝑚 () typically outputs an inference score, which
is in the range of [0, 1], for the input data 𝑑 . If the inference score
is larger than a threshold (for example 0.5 in general), we consider
the predicted label to be 1, i.e., the input data belongs to a member
data.

4.6 Membership Inference Pipeline
With the trained inference classifier, we are ready to perform the
membership inference to the target model. That is, we use a data
sample 𝑑 to generate its perturbed versions and query the target
model to get the corresponding prediction vectors. We apply the



Table 1: Experiment settings on target models and shadow models across four datasets

Target Model Shadow Model
Labeled Data Unlabeled Data Structure Labeled Data Unlabeled Data Structure

CIFAR-10 250/4000 30000 ResNet-16/WRN-16 2000 10000 ResNet-16
CIFAR-100 2500/10000 25000 ResNet-16/WRN-16 5000 10000 ResNet-16
SVHN 250/1000 25000 ResNet-16/WRN-16 1000 10000 ResNet-16
STL-10 1000 25000 ResNet-16/WRN-16 1000 10000 ResNet-16

inter-consistency and intra-entropy to calculate the corresponding
(𝑀𝐼𝑛𝑡𝑒𝑟

𝑑
, 𝑀𝐼𝑛𝑡𝑟𝑎

𝑑
) as defined in Section 4.4, and then input them to

the inference classifier 𝑓𝑚𝑒𝑚 (). If the output label is “1” (“0”), this
probing data belongs (does not belong) to the training set of the
target model.

5 EVALUATION
In this section, we implement our proposed semi-supervised mem-
bership inference method and conduct extensive experiments for
performance evaluation.

5.1 Experiment Setup
5.1.1 Dataset. Our experiments are conducted on four datasets,
which are widely adopted in the leading semi-supervised learning
studies, described in sequence next:
• CIFAR-10 [21]. CIFAR-10 dataset contains 60,000 color im-
ages (i.e., 50,000 training images and 10,000 testing images)
from 10 object categories. The size of each image is 32×32.
• CIFAR-100 [1]. CIFAR-100 has the same format as CIFAR-
10 and it contains 100 classes with 500 training images and
100 testing images for each class.
• SVHN [31]. SVHN is a real-world image dataset for devel-
oping machine learning and object recognition algorithms.
It contains 73257 images for training and 26032 images for
testing over 10 classes. The size of each image is 32×32.
• STL-10 [14]. The STL-10 dataset is an image recognition
dataset for developing the unsupervised feature learning.
There are 500 training images and 800 test images per class,
having the total of 10 classes. Besides, it includes 100,000
unlabeled images for unsupervised learning. The size of each
image is 96×96.

For CIFAR-10, CIFAR-100, and SVHN, we remove some images’
labels to consider them as the unlabeled data. We conduct our
evaluation on image classification, which is the primary domain of
semi-supervised learning algorithms [32].

5.1.2 Target Model. We adopt the ResNet-16 and WRN-16 as the
model structure to train the target model, by following the settings
as in [41]. Six semi-supervised learning algorithms are employed
to help the target model’s training, i.e., Pseudo-Labeling [23], Mean
Teacher [45], UDA [48], MixMatch [7], Re-MixMatch [6], and Fix-
Match [41]. Among them, Mean Teacher and UDA apply the con-
sistency regularization, Pseudo-Labeling mainly adopts the low
entropy Pseudo-Labeling, while MixMatch, Re-MixMatch, and Fix-
Match are holistic algorithms that combine both regulation tech-
niques together. Notably, UDA, MixMatch, Re-MixMatch, and Fix-
Match are new leading semi-supervised methods which can achieve

promising classification performance, while the Pseudo-labeling
and Mean Teacher are the traditional semi-supervised algorithms.

We follow the dataset settings given in [41] to train each target
model, with details shown in Table 1. Specifically, for CIFAR-10, we
adopt 250 or 4000 labeled data and 30000 unlabeled data. For CIFAR-
100, we adopt 2500 or 10000 labeled data plus 25000 unlabeled data.
For SVHN, we use 250 or 1000 labeled data plus 25000 unlabeled
data. For STL-10, we use 1000 labeled data and 25000 unlabeled
data.

Due to the computation resource limitations, we reduce the
unlabeled data amounts and the number of layers of the model
structure compared to the original setting in [41]. So, the testing
performance of these target model is lower around 5% compared to
the performance reported in the original paper. By employing the
dropout operation and early stop, the overfitting degrees of these
target models, measured as the training-testing accuracy gap, are
lower than 8%.

5.1.3 Shadow Model. We take the ResNet-16 as our shadow model
structure, and train it with the inferrer’s local dataset under the
semi-supervised paradigm. For CIFAR-10, we randomly sample
2000 labeled data and 10000 unlabeled data as the local member
dataset for training the shadow model. Meanwhile, another 5000
data are sampled as the local non-member dataset. Similarly, for
CIFAR-100, 5000 labeled data and 10000 unlabeled data are sampled
as the local member dataset, and another 5000 data are taken as the
local non-member dataset. For both SVHN and STL-10, we choose
1000 labeled data and 10000 unlabeled data as the local member
dataset, and take another 5000 images as the local non-member
dataset. Table 1 lists the detailed settings.

5.1.4 Membership Inference Classifier. Our membership inference
classifier is trained with a fully connected neural network having
five hidden layers, with the number of neurons in each layer being
128. Adma is used as the optimizer and the classifier is trained
for 200 epochs. Six perturbed versions are generated for each data
sample. The choices of perturbed versions amountswill be discussed
in Section 5.5.

5.1.5 Performance Metrics. To evaluate the performance of our
proposed membership inference method, we randomly sample data,
including labeled data and unlabeled data from the both training
dataset , and non-member dataset of the target model, as the probing
dataset. Here, the non-member dataset is also disjointed from the
training dataset of the shadow model. In particular, we sample 25%
data from the training dataset of the target model (keeping the
ratio between label and unlabeled data unchanged) and sample the
same amount of non-member data, mixing them up as the probing
dataset. For example, for the target model trained on CIFAR-10



with 34000 data samples (4000 labeled and 30000 unlabeled) in
Table 1, we sample 8500 member data samples (1000 labeled and
7500 unlabeled) and 8500 non-member data samples as the probing
set. Then, we query our membership classifier for obtaining the
inference results.

We first calculate the precision, recall, and accuracy as the eval-
uation metrics, which follow previous work [26, 40], defined as:

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃 , 𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁 ,

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 +𝑇𝑁

𝑇𝑃 +𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁 ,

where TP (or TN) represents the number of member data (or non-
member data) that are correctly predicted to be the member (or non-
member), and FN (or FP) indicates the number of member data (or
non-member) that are wrongly predicted to be the non-member (or
member). Second, we take AUC (i.e., area under the ROC curve) as
the evaluation metric. For a randomly selected member data sample
and a random non-member data sample, the AUC value reflects the
probability of how well our inference classifier correctly judges the
membership likelihoods of those two samples, with the higher AUC
value for the member data sample, the better. Hence, a classifier
with a larger AUC value signifies better inference performance,
with an AUC value of 0.5 equating to a random guess.

5.2 Comparison to Existing Methods
We rectify some existing membership inference methods to fit
into the semi-supervised learning paradigm, as our counterparts
for comparison. The goal is to exhibit that the existing inference
solutions cannot perform well enough for semi-supervised learning,
thus calling for our new solution.

5.2.1 Counterpart Methods. Five counterparts originally target-
ing supervised and unsupervised learning are taken into account,
outlined as below.
Baseline-1. For membership inference on the supervised learning
paradigm, most existingmethods can be considered as the extension
of the first membership inference work [40], where the authors
provided the essential idea of identifying the difference between
the target model’s prediction results of training data and unseen
data (i.e., non-member data). To rectify it for comparison, we first
query the semi-supervised model with the local dataset to get the
prediction results and then follow the method proposed in [40]
to train multiple shadow models. After that, we input the local
training dataset and non-member dataset to the shadow models
for getting the prediction vectors, which are then applied to build
the membership classifier. For the probing data, we first query the
target model to obtain its prediction vectors and then input them
to the classifier for determining the membership.
Baseline-2. Similar to Baseline-1, in [43], the authors proposed
a shadow model-based membership inference method based on
measuring the entropy of prediction vectors. Considering that the
model is trained to minimize the loss of the training data by fitting
the ground truth label of the training data sample, it is prone to
produce the prediction results with low entropy in the training data.
Thus, by training a membership classifier to learn the difference
in the entropy of prediction vectors of training and non-member

data, one can conduct the membership inference attack. To fit it
into the semi-supervised learning paradigm, we train the shadow
model and the classifier to learn such entropy on prediction results
of the training and the non-member data samples.

Baseline-3. In the unsupervised learning regime, EncoderMI pro-
posed in [26] infers the training dataset of an encoder which is
trained with the contrastive learning technique. That work is mo-
tivated by the observation that when a single data sample and
its multiple augmented versions are inputted into the model for
the training task, their encoding vectors will be similar (dissimi-
lar) if they are positive (negative) samples. Then the membership
inference is conducted based on identifying the difference of encod-
ing vectors for augmented versions between the training and the
non-member data samples. To fit it to the semi-supervised learn-
ing paradigm, we train the classifier based on prediction results of
augmented versions from the training and the non-member data
samples.

Baseline-4. In [18], authors proposed a membership inference
solution without the need of the shadow model. Given two probing
datasets, one with more training data of the target model, and
the other with more non-member data, their data distributions
become more similar by exchanging the data samples from the two
datasets, leading to similar prediction results corresponding to the
two datasets. Hence, by calculating the similarity variations among
prediction results of two probing datasets after exchanging their
data samples, the authors can conduct the membership inference.
Since that solution is not limited to a special learning paradigm, we
can directly apply it to semi-supervised learning paradigms.

Baseline-5. The label-only membership inference proposed in [25]
tackles the scenario that a target model only outputs the classi-
fication label rather than the prediction vectors. It constructs a
membership feature vector for data based on the classification label
of augmented feature vector versions, in which each entry in a
vector represents whether the corresponding augmented version is
predicted correctly by the target classifier. A membership inference
classifier is then trained to learn the difference between feature
vectors derived from training data and from non-member data. This
inference technique is not limited to any learning paradigm, so we
directly apply it to semi-supervised learning. Since it requires the
ground-truth label of probing data while STL-10 only contains very
few labels, its evaluation on STL-10 is excluded in our experiments.

5.2.2 Comparison to BaselineMethods. Weassume the targetmodel
employs the ResNet-16 as its structure and FixMatch as its semi-
supervised learning algorithm. For baselines 1, 2, 4, and our meth-
ods, we train the shadow models with the same structure, i.e.,
ResNet-16, and the same semi-supervised learning algorithm, i.e.,
FixMatch. Table 2 lists the accuracy, precision, recall and AUC value
of the five baselines and our method on four datasets.

From this table, we observe that our method solidly outperforms
all five counterparts on four datasets in terms of three performance
metrics. In particular, the AUC performance results of our method
are in the range of 86.3% to 90.1%, demonstrating that our inference
method based on the inter-consistency and intra-entropy can well
capture the membership patterns for correct prediction. For the
five counterparts, Baseline-3 achieves the best performance, but



Table 2: Accuracy (%), precision (%) , recall (%), and AUC (%)
of the five baseline counterparts and our method in four
datasets with FixMatch learning algorithm

CIFAR-10 CIFAR-100 SVHN STL-10

Baseline-1

Accuracy 61.4 60.4 58.7 62.3
Precision 57.8 62.5 61.6 59.7
Recall 60.0 60.5 60.6 58.7
AUC 61.2 61.7 60.9 59.8

Baseline-2

Accuracy 68.7 67.5 68.7 65.2
Precision 68.5 65.9 67.8 68.7
Recall 67.2 69.0 64.3 66.7
AUC 67.9 68.7 65.7 70.0

Baseline-3

Accuracy 71.9 70.1 71.4 67.6
Precision 70.0 68.7 70.3 71.0
Recall 70.7 71.0 67.1 68.6
AUC 70.5 69.8 69.5 72.0

Baseline-4

Accuracy 62.4 62.1 64.2 66.9
Precision 61.3 67.2 67.0 66.5
Recall 66.3 61.7 63.5 61.2
AUC 65.3 69.0 66.8 64.4

Baseline-5

Accuracy 62.2 62.3 62.6 ——
Precision 61.4 67.2 60.4 ——
Recall 65.0 66.3 66.2 ——
AUC 64.7 67.1 66.0 ——

Our Method

Accuracy 87.9 89.4 88.3 89.5
Precision 87.4 89.3 88.9 89.2
Recall 89.0 89.1 89.4 90.3
AUC 86.3 90.1 88.2 89.5

at only around 70% in AUC, while Baseline-1 performs the worst,
typically with the performance results of just around 60% in AUC.
These performance results are all starkly lower than what were
reported in their original articles (near 90%), indicating that those
existing counterparts cannot be directly transferred to the semi-
supervised learning paradigm. The reason can be summarized as
follows. Regarding Baseline-1, directly inferring the membership
pattern on prediction results of the probing data is ineffective, vali-
dated in many prior studies. Regarding Baseline-2, it is an extension
of baseline-1 while considering the entropy metrics. However, such
entropy will behave differently on the labeled and unlabeled train-
ing data, thereby lowering its performance. Regarding Baseline-3,
although the augmented versions of the probing data can enrich
membership knowledge, they are still insufficient to work in the
semi-supervised learning paradigm without the aid of two new
metrics we devise to extract more membership patterns. Baseline-
4 leverages the similarity variations between prediction vectors
of two probing datasets; however, exchanging labeled data and
unlabeled data rather than training non-member data also causes
the similarity variations, hurting inference accuracy. Regarding
Baseline-5, the absence of the prediction vector cannot capture the
sufficient membership patterns, hindering the inference capability.
In contrast, our method, which measures the two metrics based
on prediction vectors, can better extract membership patterns, ex-
celling in membership inference.

5.3 Evaluation toward Various Semi-supervised
Learning Algorithms

This section will first evaluate the performance of our method on
models trained under different semi-supervised learning algorithms
and then explore better methods for training the shadow model.

We conduct the membership inference on target models trained
by WRN-16 structure under six different semi-supervised learn-
ing algorithms. Since we consider the black-box settings where
the inferrer has no knowledge about the target model, six semi-
supervised learning algorithms trained with RestNet-16 are chosen
to serve as our shadow model, for evaluation. Due to the page
limits, we only present the results of the STL-10 dataset, as listed
in Table 3. Obviously, when both target and shadow models are
trained with the same semi-supervised algorithms, our inference
method achieves the best performance. When they employ different
learning algorithms, performance degrades but is still more than
80% always. For example, if we take UDA as the target learning algo-
rithm, when shadow models are trained with other five algorithms,
the inference accuracy values equal 81.1%, 83.2%, 86.4%, 87.8.8%,
and 87.1%, respectively. Such results demonstrate that our method
can always achieve impressive performance under the black-box
setting.

Leading learning algorithms are vulnerable to our inference
method.When comparing the last four rows (i.e., with target mod-
els being UDA, MixMatch, Re-MixMatch, and FixMatch, respec-
tively) to the second and the third rows (i.e., with target models
being Pseudo-Labeling and Mean Teacher, respectively) in Table 3,
we observe that the leading learning methods (i.e., UDA, MixMatch,
Re-MixMatch, and FixMatch) are more vulnerable to our member-
ship inference method. The reason is that, while these leading learn-
ing algorithms take advantage of both consistency regularization
and low-entropy pseudo-labeling to design their loss function for
better training performance, more apparent membership patterns
are imprinted on the prediction vectors of training data. Hence, they
are more vulnerable to our inference method. Such an observation
indicates that delicate learning algorithms for improving training
performance yield loss functions that leave more membership pat-
terns on the prediction vectors, better facilitating an inferrer to
examine whether their private data are used by the suspect model.

Holistic algorithms are better choice for shadowmodel.When
comparing the last three columns (i.e., with shadow models being
MixMatch, Re-MixMatch, and FixMatch, respectively) to the sec-
ond, third, and fourth columns (i.e., with shadow models being
Pseudo-Labeling, Mean Teacher, and UDA, respectively) in Table 3,
we observe that employing holistic learning algorithms (i.e., Mix-
Match, Re-MixMatch, and FixMatch) to train the shadow model can
achieve better inference performance. Such an observation stems
from the fact that a holistic algorithm implements both consistency
regulation and low entropy pseudo labeling together during the
training process, so those prediction vectors produced by its result-
ing shadow models contain more apparent characteristics for the
membership patterns. Hence, the classifier trained from metrics
extracted from these shadow models can better infer the training
dataset of the target model.

5.4 Evaluation across Target Models
We next evaluate the performance of our membership inference
toward different testing performance levels, the amount of labeled
data, and the structures of target models.



Table 3: Accuracy (%), precision (%), recall (%), and AUC (%) of our membership inference methods on target model with Mix-
Match, Re-MixMatch, and FixMatch algorithms on STL-10

Target Model
Shadow Model Psuedo-Labeling Mean Teacher UDA MixMatch Re-MixMatch Fixmatch

Psuedo-Labeling

Precision 85.1 80.7 83.6 84.3 84.6 84.3
Recall 84.7 80.5 83.5 84.6 84.1 86.8

Accuracy 84.9 80.5 82.7 84.8 84.3 84.6
AUC 84.2 81.3 82.6 85.0 84.7 85.0

Mean Teacher

Precision 81.6 85.5 82.5 84.5 84.6 84.9
Recall 80.9 84.4 83.8 84.3 84.5 84.8

Accuracy 80.3 84.9 82.9 84.6 84.6 84.5
AUC 80.9 84.7 82.7 84.0 85.2 84.7

UDA

Precision 81.2 82.8 89.7 86.0 86.3 88.2
Recall 84.7 82.9 88.7 86.9 86.9 86.6

Accuracy 81.1 83.2 89.5 86.4 87.8 87.1
AUC 83.5 83.8 89.0 85.1 82.3 83.7

MixMatch

Precision 84.5 84.5 84.6 91.2 88.3 87.8
Recall 85.1 83.9 84.1 90.3 87.4 87.6

Accuracy 84.0 84.3 84.6 91.8 88.3 90.1
AUC 84.9 84.7 84.3 92.0 88.2 88.7

Re-MixMatch

Precision 84.7 84.8 84.5 87.5 91.2 88.7
Recall 84.2 84.6 84.6 88.2 90.9 90.0

Accuracy 84.3 84.1 84.3 87.6 92.1 89.0
AUC 84.9 83.8 84.7 88.0 91.7 89.7

Fixmatch

Precision 84.4 82.9 84.4 88.9 88.1 91.7
Recall 82.3 84.8 84.6 87.7 88.8 92.1

Accuracy 84.5 84.6 84.5 87.9 87.1 91.9
AUC 83.9 84.9 85.7 88.1 88.7 92.7

84.31 84.21 85.57 86.49 86.23 87.92

83.45 83.86 84.78 84.93 84.92 85.06

82.72 82.43 83.48 83.87 83.69 83.96

80.11 80.57 80.46 81.06 81.86 81.89

Level-3

Level-1
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(a) Performance on CIFAR-10 dataset
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(b) Performance on CIFAR-100 dataset
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(c) Performance on SVHN dataset
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(d) Performance on STL-10 dataset

Figure 4: Accuracy (%) of our membership inference method on the target models across different learning algorithms with
four testing accuracy levels.

Better models are more vulnerable to our inference method.
We evaluate our membership inference on target models with differ-
ent testing performance levels. Notably, the testing performance of a
target model differs from the learning ability of the semi-supervised

learning algorithms. The target models are trained with WRN-16
structure under six different semi-supervised learning algorithms.
Notably, different learning algorithms cannot achieve the same
testing accuracy; for example, FixMatch achieves around 90% while



Table 4: Accuracy (%) of our membership inference method on the target models across various learning algorithms with
different amounts of labeled data

CIFAR-10 CIFAR-100 SVHN
250 labeled data 4000 labeled data 2500 labeled data 10000 labeled data 250 labeled data 1000 labeled data

Psuedo-Labeling 82.13 80.14 82.99 81.49 82.97 80.20
Mean Teacher 82.12 80.52 82.01 81.67 82.29 82.06

UDA 83.41 80.74 84.13 82.09 84.60 81.40
MixMatch 87.25 83.24 87.29 83.41 86.24 83.62

Re-MixMatch 87.09 83.54 86.12 83.85 86.92 83.81
Fixmatch 89.34 86.11 89.78 86.18 90.25 86.85

Table 5: Accuracy (%) of our membership inference method on the target models across different model structures

CIFAR-10 CIFAR-100 SVHN STL-10
ResNet-16 WRN-16 ResNet-16 WRN-16 ResNet-16 WRN-16 ResNet-16 WRN-16

Psuedo-Labeling 87.96 82.36 85.09 82.72 83.99 82.99 82.54 81.63
Mean Teacher 87.27 83.04 85.18 81.66 82.73 81.83 83.69 81.32

UDA 88.52 82.81 87.65 83.46 84.41 84.66 86.86 83.31
MixMatch 87.72 84.93 87.24 85.06 85.48 84.55 85.53 82.27

Re-MixMatch 88.92 85.54 87.12 86.04 87.97 85.82 87.24 83.20
Fixmatch 89.49 86.10 89.96 86.19 89.65 86.50 89.23 87.94

Pseudo-Labeling reaches only 70%. Hence, for each semi-supervised
learning algorithm, we consider four levels (i.e., Levels 1 to 4) of test-
ing accuracy, where the Level-(𝑖 + 1) can achieve around 4% better
performance than Level-𝑖 . We train the target model on each dataset
to achieve different testing accuracy levels by manually controlling
the training epochs. Our shadow model is trained with ResNet-16
plus FixMatch. Our membership inference results under six semi-
supervised learning algorithms with different testing performance
levels are shown in Figures 4(a), (b), (c), and (d), corresponding to
the datasets of CIFAR-10, CIFAR-100, SVHN, and STL-10, respec-
tively. In each figure, the x-axis lists six semi-supervised learning
algorithms used by the target model, and the y-axis denotes the
four testing performance levels. The value in each box indicates
our inference accuracy result.

When comparing the results among four levels, we observe our
membership inference achieves higher accuracy for better testing
performance. For example, in Figure 4(d), when the target model
is trained by the MixMatch, the values of inference accuracy are
88.99%, 86.06%, 85.85%, and 82.86%, respectively, on Level-4, Level-3,
Level-2, and Level-1. The reason is that a model trained with better
performance imprints more apparent patterns on the prediction
vectors, better facilitating our membership inference. This observa-
tion also raises the challenge that a more accurate model, which is
typically what we expect for conducting the classification task, will
suffer higher risks for inference attacks. But from a user’s perspec-
tive, more evidence is left on the well-trained learning model that
can help a user verify if his/her data has been illicitly employed for
model training use.

Model trained with less labeled data are more vulnerable to
our inference method.We now train the target model with dif-
ferent amounts of labeled data while fixing the number of unlabeled
data samples to show our inference performance. Notably, more
labeled data help to hike model performance, but we can manually
control the training epochs for target models to have the same test-
ing performance under different amounts of labeled data. We train

Table 6: Different treatments on the labeled and unlabeled
data across different semi-supervised learning algorithms

Labeled data Unlabeled data

MixMatch 1 augmented version K augmented version + sharpening
Re-Mixmatch 1 augmented version K augmented version + sharpening
Fixmatch 1 augmented version 2 augmented versions + sharpening
UDA No augmented version K augmented version + sharpening

Mean Teacher No augmented version 1 augmented version
Pseudo-Labeling No augmented version No augmented version+one-hot vector

the shadow model with ResNet-16 and FixMatch algorithm. Ta-
ble 4 shows the accuracy of our membership inference to the target
models trained under WRN-16 with six different semi-supervised
learning algorithms and different amounts of labeled data.

We observe that our inference performs better when the tar-
get model uses less labeled data. Such a performance improve-
ment is more apparent for target models with UDA, MixMatch,
Re-MixMatch, and FixMatch. For example, on CIFAR-10, our infer-
ence performance increases by 1.99%, 1.62%, 2.67%, 4.01%, 3.55%,
and 3.23%, respectively, when reducing the labeled data from 4000
to 250, corresponding to target models with Pseudo-Labeling, Mean
Teacher, UDA, MixMatch, Re-MixMatch, and FixMatch. The same
trend is also observed across the datasets of CIFAR-100 and SVHN.
The reason can resort to the inherent design of semi-supervised
learning algorithms, which treat the labeled and unlabeled data
differently, as shown in Table 6. The employment of augmenta-
tion on the data related to the inter-consistency while sharpening
operations as calculated in Eqn. (3) can result in the apparent intra-
entropy of the prediction vectors. From Table 6, we find that the
sharpening operations only operate on the unlabeled data, so that
their prediction vectors possess more apparent intra-entropy pat-
terns. Therefore, the inference accuracy of unlabeled data is higher
than that of labeled data, resulting in the phenomenon that less
labeled data will lift the portion of unlabeled data, thus helping to
boost membership inference accuracy.



Model structures do not hinder the inference. Since we con-
sider the black-box scenario where an inferrer has no background
knowledge of the target model structure, we next evaluate our in-
ference performance across different structures. Here the shadow
mode employs the ResNet-16 with FixMatch, while the target mod-
els are trained respectively with six semi-supervised learning al-
gorithms under the ResNet-16 and WRN-16. Table 5 shows the
accuracy of our membership inference on different target models.
We observe that the inference accuracy of all target models with
ResNet-16 outperforms that with WRN-16. It is natural that our
inference performs the best when the target and shadow models
share the same structure. When the target models adopt a different
structure, i.e., WRN-16, the inference performance decreases, but
the accuracy values are all still more than 81%. They are considered
to be good enough from this perspective.

5.5 Impact of Augmentation Operations
Our membership inference method requires creating multiple aug-
mented versions of the probing data. Here, we explore the influence
of the number of augmented versions of probing data on the mem-
bership inference performance.

We construct the shadow model with the ResNet-16 and Fix-
Match while training the target model with six different semi-
supervised learning algorithms under the ResNet-16. We take the
STL-10 dataset for experiments while varying the amount of aug-
mented versions from 2 to 10. Fig. 5 shows the inference perfor-
mance variations across six learning algorithms. From this figure,
we observe that corresponding to each semi-supervised learning
algorithm, our inference performance increases with more aug-
mented versions of probing data. Considering that some strong
augmented versions can have a big semantic deviation compared
to the original probing data, therefore, inter-consistency and intra-
entropy calculated on more perturbed versions can alleviate the
influence of such deviation, providing more typical values to better
depict the membership pattern.

On the other hand, when the number of perturbed versions
reaches a certain value, for example, 6 for FixMatch and MixMatch,
7 for Mean Teacher and Pseudo-Labeling, inference performance
becomes almost stable with only a slight increase. Since more per-
turbed versions of probing data incur a more calculation time in
extracting the two membership patterns and training the member-
ship classifier, it is recommended to choose around 6 perturbed
versions when implementing our inference method to achieve ef-
fective and time-efficient inference performance.

6 FUTUREWORK
In this paper, we provide the novel exploration of membership
inference toward the semi-supervised learning regime. However,
there are some problems that need to be further explored in our
future work, as stated in sequence below.

First, plenty of new semi-supervised learning algorithms are
expected to be proposed every year while they may have differ-
ent designs or hyperparameter settings. While these settings can
improve the performance of the semi-supervised models, they def-
initely impose certain impacts on the prediction vectors. As a re-
sult, our membership inference attack performance based on the

2 3 4 5 6 7 8 9 10
Number of Perturbed Versions

0.78

0.80

0.82

0.84

0.86

0.88

In
fe
re
nc
e 
Ac
cu
ra
cy

Pseudo Labeling
Mean Teacher
UDA
MixMatch
Re-MixMatch
FixMatch

Figure 5: The inference accuracy variation with different
amounts of perturbed versions of a probing data.

membership patterns on the prediction vectors may also be influ-
enced. Hence, more research toward an in-depth exploration of
how these new settings in emerging semi-supervised learning algo-
rithms impact the membership inference performance are expected
and exhibited as open problems.

Second, an emerging series of membership inference solutions,
i.e., per-example membership inference attacks [10], raised new
concerns in designing inference methods around low false-positive
rates. Our future workwill make efforts on refining ourmembership
inference attack targeting these new concerns toward the semi-
supervised learning regime to further improve the practicality of
our attack.

7 CONCLUSION
This paper has presented a novel membership inference study
on semi-supervised learning for users’ data privacy protection.
We have devised two metrics, called inter-consistency and intra-
entropy, to fully extract membership patterns in the prediction
vectors of training data, targeting two key designs, i.e., the con-
sistency regularization and low-entropy pseudo-labeling, of semi-
supervised learning algorithms. We have built the shadow model,
extracted the two membership metrics, and trained the member-
ship classifier to determine whether the probing data is employed
illicitly to train a target model. Extensive experiments demonstrate
that our membership inference method can achieve the accuracy
of over 80% under different settings, solidly outperforming all its
counterparts. In addition, we also discover that the semi-supervised
models are more vulnerable to our inference if they are trained by
more effective learning algorithms, with fewer labeled data, or to
have better testing performance.
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